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Abstract 

 
With the widespread use of Large Language Models (LLMs) in various applications, there has been 

growing interest in leveraging their capabilities to improve user experiences and streamline processes. 
However, given the availability of various LLMs and Retrieval-Augmented Generation (RAG) systems, it 
is crucial to understand the differences between these technologies to effectively implement them and 
maximize their potential for providing better services.  This paper investigates whether a RAG-
empowered mobile app can enhance user experiences by delivering more relevant responses to specific 
user inquiries than a system equipped solely with an LLM. We focus on RAG, facilitated by LangChain, 
and compare its effectiveness to that of LLMs. As a demo case for comparison, we developed a chatbot-

based internship placement system using React Native, integrating the ChatGPT API and LangChain for 
personalized, relevant responses. By evaluating chatbot responses using the RAG Assessment (Ragas) 
framework with metrics such as context precision, context recall, faithfulness, and answer relevancy to 

measure the quality of the RAG pipeline, we found that the RAG-empowered system consistently 
delivered more context-specific answers. A qualitative comparison revealed that the LLM system 
produced more generic responses than the RAG system. RAG systems can enhance the efficiency and 
effectiveness of internship placements by offering tailored assistance. Our findings highlight the potential 

of advanced NLP technologies to revolutionize applications such as chatbots, promoting innovation and 
enhancing user experiences. 
 
 
Keywords: Large Language Model, LLM, Retrieval Augmented Generation, RAG, Case Study 
 

 
Recommended Citation: Kise, S., Chung, S., (2025). User Experiences in a RAG-Empowered 
Application. Journal of Information Systems Applied Research and Analytics. v18, n4, pp 4-13. DOI# 
https://doi.org/10.62273/WQTL4388 
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User Experiences in a RAG-Empowered Application 
 

Shingo Kise and Sam Chung 
 

 
1. INTRODUCTION 

 
Natural language processing (NLP) has 
revolutionized in recent years due to the 

development of large language models (LLMs), 
which provide remarkable capacities for text 
generation, understanding, and manipulation. As 
LLMs have become more popular, cutting-edge 
methods like Retrieval Augmented Generation 
(RAG) have also surfaced, which facilitate offering 

substitute answers for a range of NLP problems.  
 
Although LLMs and RAG share the goal of solving 
complex linguistic problems, their underlying 
architectures, approaches, and performance 
results are quite different. LLMs generate 
responses based solely on pre-trained data, while 

RAG systems combine retrieval from external 
sources with generation, allowing for more 
accurate, specific, and up-to-date responses 
(Zhao et al., 2024). We challenge whether a RAG-
empowered mobile app can provide better user 
experiences by delivering more relevant 
responses to specific user inquiries compared to 

one equipped with only an LLM.  
 

As a demo case study, we choose an internship 
matching program. Students at a university can 
benefit from a system where they can gain 
valuable outside-of-class experiences, such as 

mentorship programs, internship matching 
programs, and more. Several case studies have 
been conducted on the development of web-
based internship placement applications 
(Abdullah et al.,  2017; Chaurasia, 2023). By 
applying an LLM or RAG to the system to guide 
each user based on their needs, we can 

significantly improve the quality of student's 
education experience and post-graduation job 
landing probabilities. This demonstration aims to 
showcase the potential of incorporating an LLM 
and an RAG into an internship placement system, 

instilling hope about the future of such systems.  
 

The proposed approach entails developing a 
demonstration chatbot mobile application in 
React Native. This application seamlessly 
integrates with the OpenAI API to generate 
responses to user inquiries for the LLM system. 
Furthermore, LangChain is used within the 

application to provide answers to internship-
related questions derived from files for the RAG 

system. Users can engage in interactive and 
informative interactions by combining these 
advanced technologies and receiving relevant 
responses to their queries in real-time. This novel 

combination of an LLM and RAG aims to improve 
the user experience by giving users a thorough 
understanding of internship opportunities and 
facilitating smoother interactions with the 
internship placement system, making them feel 
more engaged and informed. 

 
2. BACKGROUND 

 
Recognizing the importance of internship 
experiences and seeking to improve accessibility, 
there has been some interest in using technology 
to refine internship placement processes and 

provide students with more valuable industry 
opportunities. Several studies have been 
conducted to develop web-based internship 
placement systems that are specific to each 
university. For instance, Chaurasia (2023) 
developed an application using Python, the 
Django framework, and a MySQL database to 

enable fast and easy access to placement 
procedures and related activities. Similarly, 

Abdullah et al. (2017) used Adobe Dreamweaver 
CC 2014 and Cross-Platform, Apache, 
MariaDB, PHP, and Perl (XAMPP) to address 
manual management inefficiencies in their 

internship program, which was plagued by 
cumbersome paper-based processes and 
insufficient coordination among academics, 
industry stakeholders, and students. In the same 
way, others developed a recommendation system 
using technologies like C#, JavaScript, CSS, 
HTML, and MySQL. While these studies have 

successfully developed applications and received 
positive usability feedback from their test users, 
it is important to note that the primary goal of 
these systems has been to simplify the internship 
program process rather than to increase 

internship acquisition rates or overall 
employment outcomes. 

 
React Native is an open-source framework 
developed by Facebook for building cross-
platform mobile applications. React Native, which 
uses the popular React JavaScript library, allows 
developers to create mobile apps using tools and 

concepts familiar to web developers. One of its 
primary benefits is the ability to write code once 
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and deploy it across multiple platforms, including 

iOS and Android, without compromising 
performance or user experience. React Native 
uses a declarative programming model, which 

allows developers to define UI components in 
JavaScript XML (JSX) syntax and then translate 
them into native User interface (UI) elements. 
This approach ensures that the resulting apps 
have a native appearance and feel, giving users a 
seamless experience (React Native RSS, n.d.). 
 

LLMs are advanced AI models that have been 
trained on massive text datasets. These models, 
such as OpenAI's Generative Pre-trained 
Transformer (GPT) series, have transformed NLP 
tasks with their remarkable language 
understanding and generation capabilities. LLMs 

can comprehend and generate human-like text on 
a wide range of topics, making them extremely 
useful for a variety of NLP applications (Yang et 
al., 2024). 
 
The OpenAI API, developed by OpenAI, gives 
developers access to cutting-edge LLMs, allowing 

them to use their powerful capabilities to build 
applications. The OpenAI API allows developers to 
integrate an LLM into their projects without 
having to train or fine-tune the models 
themselves. The API provides a variety of 
endpoints for tasks such as text generation, text 
completion, language translation, and more, 

allowing developers to easily incorporate 
advanced NLP capabilities into their applications 

(OpenAI platform, n.d). 
 
RAG is an AI framework that enhances LLMs with 
accurate, current information from an external 

knowledge base (Martineau, 2024). LangChain is 
a framework that simplifies the development of 
RAG applications by integrating LLMs with 
external data sources. It offers resources for 
building modular chains that incorporate data 
from databases and APIs. This approach 
enhances the relevance and accuracy of the 

generated content by grounding it in external 
knowledge (LangChain, n.d.). 
 
Ragas is a framework used to quantitatively 

evaluate the performance of RAG pipelines. It 
provides metrics and methods to assess the 
effectiveness of RAG systems by comparing 

generated responses with ground truth answers 
(Ragas, n.d.). 

 
3. RELATED WORK 

 
The rapid advancement of LLMs has 
revolutionized the field of NLP, providing 

unprecedented capabilities in addressing diverse 

NLP tasks and real-world applications (Yang et 
al., 2024). Integrating cutting-edge technologies 
such as OpenAI’s GPT into real-world web and 

mobile applications has become more accessible 
in modern application development, providing 
practitioners with enhanced capabilities in NLP 
tasks (Odede & Frommholz, 2024). Furthermore, 
the development of RAG frameworks such as 
LangChain has made it easier to integrate LLMs 
into applications and helped improve LLM models. 

Recent studies by Gautam and Purwar (2024) 
have demonstrated that RAG systems can 
enhance the accuracy and relevance of 
responses, making them competitive with 
commercial LLMs. RAG enables LLMs to interact 
with various data sources and environments, 

allowing for model customization. 
 
The application of LLMs and related frameworks 
in academia has led to practical innovations in the 
educational system. For instance, student 
assistant chatbots built on top of ChatGPT are a 
common application for LLM technology. These 

specialized chatbots, unlike traditional ones, 
focus on specific academic disciplines, providing 
tailored responses to student queries. The 
integration of OpenAI’s advanced LLMs (GPT-3.5 
turbo) with the LangChain framework and vector 
databases allows chatbots (JayBot) to provide 
detailed responses to questions about UK 

universities (Odede, 2024). Similarly, TA chatbots 
provide personalized support to computer science 

students, offering guidance and assistance 
without providing direct answers to their 
assignments (Liu & M’hiri, 2024). 
 

4. METHODOLOGY 
 
Our research will develop an RAG system using 
LangChain to improve the integration of LLMs 
with external data sources. We will also employ 
the Ragas framework, a novel tool for evaluating 
RAG systems, to assess our RAG pipeline. 

Furthermore, we will explore a unique application 
of RAG within an Internship Placement System, a 
context not previously explored in the literature. 
This approach aims to explore the capabilities of 

RAG implementation in academia to support 
students’ success, contributing to academic and 
practical advancements in the field.  

 
User Requirement 
The approach begins by identifying the user 
requirements for the internship placement 
system. These requirements, including the need 
for seamless access to internship information, 

personalized assistance, and efficient navigation, 
were derived from a review of relevant journals 
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and literature, which focus on enhancing the 

process of obtaining internships for students 
(Hang et al., 2024; Menezes et al., 2022). 
Additionally, insights were gained from 

understanding the challenges faced by our 
classmates in securing internships. 
Understanding these requirements is critical for 
designing a system that caters to the needs of 
students seeking internships. 
 
Design 

The system architecture and design are 
developed based on user requirements to 
integrate LLM and RAG into the internship 
placement system. Both systems involve the 
development of a chatbot interface capable of 
interacting with users, understanding their 

inputs, and providing appropriate responses 
using the ChatGPT API. FastAPI is hosted on an 
EC2 instance on AWS with two endpoints, "GPT" 
and "intern." The "gpt" endpoint receives the user 
query, adds the prompt, sends it to the OpenAI 
server, and returns the response (Figure 1). The 
"intern" endpoint uses the LangChain framework, 

which adds an information retrieval component. 
Initially, it gathers data from a new data source 
using user input. Subsequently, the user's query, 
prompt, and relevant information are sent to the 
OpenAI server, and the response is returned 
(Figure 2). 
 

 
Figure 1: LLM Software Architecture 

 

 
Figure 2: RAG Software Architecture 

 
In addition, for containerization purposes, GitHub 
Codespaces was used, and for Continuous 
Integration and Continuous Development (CI/CD) 
environment, GitHub Actions were employed 
(Figure 3) (GitHub. n.d.) This automation tool 
facilitates various stages of the development 

workflow by enabling automated testing, 
building, and deployment processes. During the 

development of the chatbot demo, this 

automation for DevOps significantly enhanced the 
overall efficiency and reliability of the 
development cycle by minimizing manual 

intervention and enabling faster iterations. 
 

 
Figure 3: GitHub Actions for CI/CD Pipeline 

 

 
Figure 4: User Interface 

 

Implementation 
The internship placement system uses a variety 

of technologies to achieve its goals. The chatbot 

mobile application is developed using React 

Native (version 0.74.1), which provides a cross-

platform solution for deployment on both iOS and 

Android devices (React Native RSS, n.d.) (Figure 

4). Python (version 3.12.3) and FastAPI (version 

0.105.0) serve as the backend framework, 

providing a robust and efficient environment for 

handling server-side logic, API creation, and 

database interactions. FastAPI supports non-

blocking I/O operations, leveraging the 

asynchronous capabilities of Python's asyncio 

library to handle many requests concurrently and 

improve performance (FastAPI, n.d.). FastAPI is 
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hosted on an Ubuntu EC2 instance on AWS 

(Figure 5). The ChatGPT API (GPT-4) is the core 

component for NLP, allowing the chatbot to 

effectively understand and respond to user 

inquiries (OpenAI, n.d.). Furthermore, LangChain 

(version 0.1.10) supplements the system's 

functionality by retrieving internship-related 

information from files and databases, improving 

the overall user experience (LangChain, n.d.). 

 

 
Figure 5: EC2 Instance on AWS  

5. DATA COLLECTION 
 

Input Data 
User Queries: Simulated user queries about CS 
internship opportunities are used. These queries 
are similar to the questions that CS students at a 
university might ask when seeking information on 
internship opportunities in their field. For 

example, “How do I apply for the internship 
course?” “I have completed a term at City 
University of Seattle. Am I eligible to apply for the 
internship course?” 

  
Figure 6: A Sample Internship Description 

 
Internship Descriptions: Sample internship 
descriptions or details are collected from various 
industries and fields, including information from 

past students' internship experiences, which are 
shown in Figure 6. These descriptions, tailored 
specifically for CS students, serve as input data 
for the LangChain component of the chatbot. The 
LangChain component plays a crucial role in 
processing these descriptions, enabling the 

chatbot to provide relevant responses to help 
students get internship opportunities. 
Importantly, the file accessible to the RAG system 
contains only general information about the 
university’s CS students, ensuring that specific 

student data remains protected and maintaining 

student privacy. 

 

Response 
Q. How do I apply for the 

internship course? 

LLM 

“To apply for the internship 
course, you typically need to 
follow these steps: 1. Visit the 
official website of the 

organization…” 

RAG 

“To apply for the internship 
course at City University of 
Seattle you need to obtain an 
offer letter and a program 
director's approval letter by week 

5 of the previous quarter. It is 

important to plan ahead and 
communicate with your advisor 
and program director.” 

 
Q. I have completed 1 term at 

City University of Seattle. Am I 
eligible to apply for the internship 
course? 

LLM 
“To determine your eligibility to 
take the internship course at City 
University of Seattle, it's best to 

refer to the specific requirements 
set by the university or your 
academic advisor…” 

RAG 
“For international students at City 
University of Seattle, you can 
apply for the internship course 

with CPT as an elective course 
after completing 3 quarters. It is 
important to plan ahead and 
communicate with your advisor 
and program director.” 

 
Q. What's the name of the most 
recently completed internship by 
a student? 

LLM 
“I'm sorry, I am not able to 
provide real-time information 
about specific individuals or their 

activities. If you have any other 
questions or need assistance with 
general information, feel free to 
ask!” 

RAG 
“The most recently completed 

internship by a student was at 
One Code Club.” 

Table 1: Chatbot Response Comparison 
 
Output Data 
Chatbot Responses: The responses that the LLM 

system and the RAG system chatbot produced to 
the same questions from users. Table 1 presents 
the responses of the LLM and RAG systems to the 
same set of questions. 
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6. DATA ANALYSIS 

 
We compare the specificity and relevance of the 
responses generated by each system. The LLM 

system's responses in Table 1 were not 
customized to the unique context of the students 
at the City University of Seattle; instead, they 
were generic. The general information in these 
responses can be applied to a wide range of 
institutions and contexts. On the other hand, 
responses from the RAG system in Table 1, which 

uses LangChain for information retrieval, were 
noticeably more precise. The RAG responses were 
customized to meet the unique requirements and 
circumstances of the City University of Seattle 
students. 
 

To quantitatively evaluate the performance of 
these RAG pipelines, we employed the RAG 
Assessment (Ragas) framework, which helps 
assess the effectiveness of our RAG systems. 
While tools and frameworks exist for building 
these pipelines, quantifying their performance 
can be challenging. In order to ensure that the 

chatbot provides users with accurate and 
pertinent information, Ragas offers metrics and 
methods for assessing and quantifying the 
efficacy of our RAG pipelines 
 
The evaluation process involves running 
predefined queries against the system to 

compare the generated responses with ground 
truth answers, calculating key metrics such as 

context precision, context recall, faithfulness, and 
answer relevancy using the framework (Ragas, 
n.d.). Table 2 in the Appendix shows the metric 
values for three questions asked to the chatbot 

demo. 
Context Precision metric assesses how relevant 
the retrieved context is to the question, implying 
the effectiveness of the retrieval process . High 
context precision indicates that the context given 
to the model is highly pertinent to the question, 
guiding the generation of appropriate answers 

(Ragas, n.d.). In the application demo, the 
average context precision stood at 0.999. 
 
The Context Recall metric assesses the retriever's 

ability to compile all the data required to respond 
to the query. It ensures the model can access all 
relevant information needed to respond 

thoroughly. A high context recall value indicates 
that the retrieval system 
effectively collects sufficient context for the given 
question (Ragas, n.d.). In the application demo, 
the average context recall stood at 1.0. 
 

Faithfulness metric evaluates the degree of 
factual consistency of the answer with the context 

related to the question. It ensures that responses 

from the chatbot are precise and appropriately 
matched to the provided context. High 
faithfulness denotes the answers' credibility and 

lack of errors or fabrications (Ragas, n.d.). In the 
application demo, the average faithfulness stood 
at 0.8889. 
 
Answer Relevancy metric assesses the relevance 
of the response to the query. It ensures that the 
answers are accurate and directly relevant to the 

questions posed by the users. A high answer 
relevancy indicates that the responses effectively 
address the users' questions. In the application 
demo, the average answer relevancy stood at 
0.9266. 
 

7. FINDINGS 
 

The data analysis revealed the 
chatbot's performance across all evaluated 
metrics, including Context Precision, Context 
Recall, Faithfulness, and Answer Relevancy. The 
RAG system, leveraging LangChain for retrieving 

external data, consistently provided more 
context-specific answers tailored to the specific 
needs of City University of Seattle users. In 
comparison, the LLM system generated more 
generic responses, which could be applied to a 
larger variety of users. 
 

Throughout the assessment, these metrics, each 
representing a different aspect of the chatbot's 

functionality, repeatedly produced high numbers 
close to 1.0. High Context Precision indicates the 
model generated appropriate and accurate 
responses, as the retrieved context was highly 

relevant to the users' questions. Similarly, a high 
Context Recall value suggests that the retrieval 
system successfully gathered all data needed to 
offer comprehensive answers, ensuring 
comprehensive responses to user queries. 
 
Furthermore, the chatbot's responses were 

consistent with the context given, as indicated by 
the high Faithfulness, which promotes confidence 
in the accuracy of the information provided. In 
addition, the high Answer Relevancy indicates 

that the chatbot regularly provided directly 
relevant answers to the users' queries. This 
performance can be associated with the chatbot's 

use of LangChain, which empowered the ability to 
understand and respond to user-specific queries 
precisely and accurately. 
 

8. CONCLUSIONS 
 

Overall, the availability of NLP-powered services, 
such as OpenAI API and LangChain, has provided 



Journal of Information Systems Applied Research and Analytics (JISARA) 18 (4) 
ISSN: 1946-1836  December 2025 

 

©2025 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 10 

https://jisara.org; https://iscap.us  

numerous opportunities for developers across 

multiple domains. The integration of LLMs and 
RAG into the internship placement system 
exemplifies this. It demonstrates the efficacy of 

using LLM and RAG to provide personalized 
chatbot services to students. 
 
By evaluating key metrics such as Context 
Precision, Context Recall, Faithfulness, and 
Answer Relevancy, we have observed high levels 
of effectiveness in the RAG approach in providing 

accurate and relevant responses to user queries. 
Utilizing the power of LLM and RAG, the 
application can provide tailored responses to 
student inquiries, improving the user experience 
and facilitating seamless interactions within the 
system.  

 
Our problem statement aimed to determine 
whether RAG can provide a better user 
experience compared to LLMs. These findings 
suggest that the adoption of cutting-edge 
technologies such as LLM and RAG has the 
potential to revolutionize NLP applications like 

chatbots. This would stimulate innovation and 
enhance user experiences for both individuals and 
enterprises. 
 

9. VALIDATIONS 
 

The validation of our research results and the 

chatbot demo performance experienced certain 
constraints due to the ten-week capstone 

course's limited duration. The time constraint 
significantly restricted our ability to develop and 
test the optimal RAG pipeline. Testing was 
conducted by simulating user inputs and 

evaluating the RAG pipeline using the RAGAS 
framework. However, accurate user testing would 
have provided valuable insights into user patterns 
and behavior, allowing for enhancements to the 
application and additional findings to improve the 
RAG system. Furthermore, the size and scope of 
our RAG input data were constrained. With a 

more extensive and diverse dataset, we could 
have performed more extensive and rigorous 
testing, allowing for a more comprehensive 
evaluation of the RAG pipeline. 

 
10. FUTURE WORK 

 

Future work should expand the RAG pipeline's 
training and testing dataset. By integrating a 
more extensive array of internship descriptions 
and user inquiries, it is possible to effectively 
verify the chatbot's capacity to provide 
accurate and relevant data. Further optimization 

and enhanced performance of the RAG pipeline 
will likely result from longer-term iterative testing 

and refinement. Actual user tests must be 

included to obtain feedback and insights from real 
users. It will allow a more realistic evaluation of 
the chatbot's performance and user experience. 
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Appendix 

 

Question 1 
I have completed 1 term at City University of Seattle. Am I eligible to apply for 
the internship course? 

Answer 

 

“Based on the provided context, for international students at City University of 
Seattle, you can apply for the internship course with CPT as an elective 

course after completing 3 quarters. It is important to plan ahead and 
communicate with your advisor and program director." 

Context 

“Internship Eligibility: 
For international students, after completing 3 quarters, you can apply for the 

internship course with CPT as an elective course. 
Students can take the internship course only if the school does not offer two 
core courses, and if they have not already taken two elective courses. 
You need to obtain an offer letter and a program director’s approval letter by 
week 5 of the previous quarter. 

You would not lose OPT time. 
It is important to plan ahead and communicate with your advisor and program 

director.” 

Ground 
Truth 

You are eligible to apply for the internship course after completing 3 quarters 
at City University of Seattle 

 context_precision context_recall faithfulness answer_relevancy 

 1.0 1.0 0.6667 0.9051 

Question 2 How do I apply for the internship course? 

Answer 
 

To apply for the internship course at City University of Seattle, you need to 

obtain an offer letter and a program director’s approval letter by week 5 of the 
previous quarter. It is important to plan ahead and communicate with your 

advisor and program director. 

Context 

“Internship Eligibility: 
For international students, after completing 3 quarters, you can apply for the 
internship course with CPT as an elective course. 

Students can take the internship course only if the school does not offer two 
core courses, and if they have not already taken two elective courses. 
You need to obtain an offer letter and a program director’s approval letter by 
week 5 of the previous quarter. 
You would not lose OPT time. 
It is important to plan ahead and communicate with your advisor and program 
director.” 

Ground 
Truth 

You need to obtain an offer letter and a program director’s approval letter by 
week 5 of the previous quarter. 

 context_precision context_recall faithfulness answer_relevancy 

 0.9999 1.0 1.0 0.8965 

Question 3 What is the name of the most recently completed internship by a student? 

Answer 
 

The most recently completed internship by a student was at One Code Club in 
the 2023 Spring Quarter, where the student worked as a Full Stack Engineer 
on frontend development of a website using Next.js. 
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Context 

“Internship Eligibility: 

For international students, after completing 3 quarters, you can apply for the 

internship course with CPT as an elective course. 
Students can take the internship course only if the school does not offer two 
core courses, and if they have not already taken two elective courses. 
You need to obtain an offer letter and a program director’s approval letter by 
week 5 of the previous quarter. 
You would not lose OPT time. 

It is important to plan ahead and communicate with your advisor and program 
director.” 

Ground 
Truth 

One Code Club 

 context_precision context_recall faithfulness answer_relevancy 

 0.9999 1.0 1.0 0.9783 

Table 2: RAG Assessment Values 
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Abstract  
 
 
A common application in spatial data analytics is site selection. In site suitability study, we often 
construct circular or ring buffers around the site location to analyze the vicinity. To determine its 
suitability, we assess the impact of the feature attributes around the site location by apportioning the 
parts of every feature included in the buffer. In our case study, we are commissioned to find a grocery 

store site with sufficient resident population in its vicinity. To facilitate for our search with test-and-
verify strategy, the traditional approach will determine the proportion of population in the buffer around 
the potential site location. Instead, we exploit the duality of the census block polygon and aggregate 
the resident population of the census block to its centroid, turning the 2D polygons of census blocks into 
the points of their centroids. With the markers on the centroids symbolized by the resident population, 
the construct serves as a better visual guide for our search. By aggregating the resident population to 
the centroid, the approach facilitates for our apportioning method to come up with an estimate of the 

resident population around the selected store site, verifying its suitability more efficiently. 
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Duality in 2D Apportioning: A Site Suitability  

Case Study for Spatial Data Analytics 
 

Peter Y. Wu 
 

 
1. INTRODUCTION 

 
Maps are traditionally made for reference use. 
The geographic information system (GIS) has 
given rise to analytic mapping: maps are made 
for analysis to achieve certain application 

purposes. Spatial data analytics is the study of 
large volumes of spatially related data. The 
modern GIS is presently trending toward the 
direction (Reddy, 2018; Dougherty et al., 2024). 

 
Site suitability study is a common application in 
spatial data analytics. To determine whether or 

not a site location is suitable for a certain 
purpose, we gather the relevant information 
around the site. The data gathered is necessarily 
distributed spatially. We then construct a buffered 
region around the site to analyze the impact of 
relevant attribute information there. The buffered 

region is the site location extended with a circular 
buffer, or sometimes multiple layers of ring 
buffers for analysis of the impact with respect to 
proximity (Misra & Sharma, 2015). 
 
Since the relevant attribute data may not be 

distributed evenly, the data may be provided in 

aggregation by partitioning regions, such as a 
polygon map layer over the area. We construct 
the buffered region around the site location, 
casting it over the polygon map layer to analyze 
the impact. Data apportionment is then the 
assessment of the portion of each polygon within 
the buffered region impacting the suitability 

(LaGro, 2013). While we present the relevant 
information to provide a visual guide for site 
selection, the data apportioning method will allow 
us to test and verify the site suitability. Repeating 
test and verify will lead our search to a feasible 
site location, and therefore we need an efficient 

and effective apportioning method. 
 

This paper introduces an apportioning method 
which exploits the 2D duality of polygons. We 
convert the polygon map into a point map of the 
polygon centroids. We then aggregate the 
attributes of the polygon feature to the centroid. 

In the absence of a way to exhaustively search 
for a suitable site, we use the point map of 
centroids to visually guide our search, and we use 
the centroids to facilitate our apportioning 

assessment for the suitability determination. 
 
The next section has a brief survey of literature 
discussing our understanding of the current state 
of the art. Section 3 presents our case study of 
site selection for a grocery store in the downtown 

area, requiring certain resident population in the 
vicinity. Sections 4 and 5 describe our data 
gathering and how we set up our constructs to 
perform the spatial analysis. Section 6 discusses 

the benefits and limitations of our method. 
Section 7 closes with the summary of the paper. 
 

2. LITERATURE SURVEY 
 
Before the GIS started map making using the 
computer, maps were mostly for reference only. 
It was often too costly to make maps for the 
purpose of analysis (Schmidt, 1983). The GIS has 

become a very efficient and cost-effective tool for 
analytic maps (Heyward et al., 2006). Such is the 
trend for the GIS in spatial data analytics 
(Kanade, 2022). Site suitability is the assessment 
of factors and qualities to determine the site 
location for a particular activity. Site suitability 

study is a common application in spatial data 

analytics, facilitated by the use of the GIS (Jain & 
Venkata, 2007). Depending on the nature of the 
site selection project, there are varieties of 
different methods. 
 
Spatial Environmental Model 
The method usually applies to an area. The area 

is mapped and similar regions are identified with 
additional maps made. The maps incorporate 
factors relevant to study and a model is built for 
the purpose of comparison (Hopkins, 1977). The 
method requires comprehensive knowledge of the 
regions included and becomes onerous. It is not 

used often now. 
 

Values Suitability Analysis 
Geographical consideration in site suitability often 
extends to many other aspects. The ecological 
condition surrounding the site can be a natural 
extension, but aesthetic preferences as well as 

other human values, though subjective, also need 
to be taken into account quantifying costs and 
benefits (Reed & Brown, 2007).   
 
Ordinal Priority Approach 



Journal of Information Systems Applied Research and Analytics (JISARA) 18 (4) 
ISSN: 1946-1836  December 2025 

 

©2025 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 16 

https://jisara.org; https://iscap.us  

The area is mapped according to the quality of the 

land, such as slope, soil type, vegetation, climate. 
Each quality is then quantified by a rating, and a 
method assigns the weight of each quality to 

determine the suitability (Mendoza et al., 2003; 
Melczewski, 2006). 
 
In our site suitability case study, we have only 
one simple criterion: resident population. The 
issue involved then is the method of apportioning 
population in the neighborhood surroundings. 

 
Apportionment Methods 
The study of apportionment methods in the past 
decades has focused mostly on the politics of 
parliamentary seats allocation based on 
population (Kohler & Zeh, 2012; Koslap & Wilson, 

2021) but not on the spatial distribution of 
population, which is related to political districting. 
That on the one hand depends on the politics of 
constitutional re-districting regulations, but it 
may also be because of the difficulty of 
apportioning based on 2D polygon intersections. 
When we have to rely on a visual guide to search 

for a feasible site location, all the more we need 
an efficient way to assess suitability so that we 
can easily repeat the test and verify procedure. 
For our case study, we propose a method 
described in the following sections. 

 
we may need to augment the GIS with plug-in 

tools, or scripting support.  If search for a suitable 
site location is necessary, there is often no 

exhaustive method available and we have to 
resort to search by repeated test and verify for 
suitability. Then we will want to have some kind 
of visual guide in the cartographic presentation 

and an apportioning method to assess the 
suitability [Misra & Sharma 2015].  

 
3. CASE STUDY: SITE SELECTION 

 
In our case study, we are commissioned by the 
city government in a project to revitalize 

businesses in the downtown area. While providing 
tax incentive to a potential grocery store, the city 
government asks us to provide a feasible store 
site location that meets the requirement of more 

than 1500 resident population within walking 
distance. We proceed to take up the project. 
Assuming the average walking speed of 3 miles 

per hour, the 10 minutes round trip walk means 
a range of ¼ mile, or 1320 feet. To create the 
study area for potential feasible site locations, we 
have the downtown area extended with the ¼ 
mile buffer. That is the area for a feasible store 
location. The only factor we need to consider is 

the resident population within the buffered zone. 
Figure 1 in the following page illustrates the study 

area, buffered around downtown, with the census 

blocks over the entire area. 
 
4. DATA GATHERING AND VISUALIZATION 

 
We gather the data of residential population from 
the U.S. census. The U.S. government holds 
census every 10 years. The resident population is 
counted in every census block.  We use the study 
area to select the census blocks in and around the 
study area, with the information of resident 

population in every census block.  The study area 
helps us to focus on the census blocks relevant to 
our project. 
 
We can then color shade every census block by 
the resident population to visualize the population 

pattern. The color shaded map is called a 
choropleth map (Dent et al., 2009). Since there 
is no full proof to exhaustively iterate through all 
possible store locations, we want the choropleth 
map to be a visual guide for us in the search for 
a feasible store location. We may then test the 
location as feasible by verifying the residential 

population in the ¼ mile vicinity over 1500. 

 
To estimate the resident population in the 

vicinity, we form a circular buffer region of 1/4 
mile radius at a potentially feasible store location. 
We need to prorate the apportionment of resident 

population in each census block that intersects 
with the circular region, assuming the population 
is distributed evenly within the census block and 
then we need to sum up all the portions of census 

blocks included. Figure 2 illustrates the study 
area with only the census blocks covering it, color 
shaded in the choropleth map by the resident 
population, and a ¼ mile radius circular graphic 
seeking a potential store location. The circular 
graphic  requires us to calculate the prorated 

Figure 1: Study Area around Downtown 
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areas inside the circle to estimate the resident 

population. 

Since we need to search for a potential site to test 
and verify the resident population in its vicinity, 
our approach becomes too cumbersome to be 
conveniently effective. The presentation of the 

census blocks color shaded for population also 
does not serve as a very good visual guide. 
 

5. SET UP FOR SPATIAL ANALYSIS 
 
We change our strategy to exploit the 2D duality 
of our census blocks map by aggregating the 

entire population of the census block polygon to 
the centroid of the polygon. The centroid of a 
polygon is the center of gravity of the polygon. 

The following describes our approach. 

 

We convert the polygon map of census blocks to 
a point map of the centroids. Since we can easily 
calculate the (X,Y) coordinates of the centroid of 
each census block polygon based on its geometry, 
we can form the point map of the census block 
centroids. Each centroid is then associated with 
the resident population of the entire census block. 

Instead of the choropleth map color shading the 
census blocks, we make a color marker at each 
centroid and code the color of the marker by the 

resident population of the census block. That 
provides a better visual guide to our search for a 
feasible store location than that of the choropleth 

map. Figure 3 illustrates the point map of the 
centroids using markers to show the resident 
population of each census block, and we can 
move around the circular graphic representing 
the buffer region in search of a feasible store site.  
 

 

Now to calculate the apportionment of the 
resident population in the vicinity of any selected 
location, we will consider only the block centroids 
which fall entirely within the 1/4 mile radius 
circular buffer of the potential store location.  If 
the centroid falls inside the circular buffer, we 
include the entire population of the census block, 
and if the centroid does not fall inside, we 

disregard the entire census block. This approach 
is now illustrated in Figure 4: the centroids within 
the circular buffer are high-lighted, noting the 
selection of census blocks to be included in the 

apportionment of resident population in the 
vicinity. 

 

 
Figure 2. Census Block Centroids Selected. 

From the attribute data table for the Centroids 
point map layer, since the centroids inside the 
buffer circle are selected, we can easily sum up 

Figure 2: Census Blocks shaded into a 
choropleth map by population 

Figure 3: Census Block Centroids 
symbolized by population 
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the Population now aggregated to the centroids.  

Figure 5 shows the attribute data table of the 
selected centroids with the population field high-
lighted for summation, to be done conveniently. 

 
Granted that the randomly distributed pattern of 
resident population within the census block, the 
approach still calculates a reasonable estimate of 
the population in the vicinity, but it can be 
effectively done with convenience.  We can repeat 
the procedure effectively and efficiently. The 

strategy facilitates for test-and-verify approach in 
the search for a feasible location, with an 
estimate of resident population in the vicinity. 
 

 
Figure 3. Attribute Table with  

Centroids Selected 

6. DISCUSSION 

 
The benefit of our approach exploiting the duality 
of 2D polygons is that we do not have to go 
through the cumbersome process of calculating 
the prorated portions of areas of each census 
block polygon that crosses into the buffered 
region. By aggregating the total population of the 

census block to the centroid, we can effectively 
come up with an estimate of the resident 
population in the vicinity with ease. That allows 
us to search for a store site location with ease, 
performing test-and-verify strategy for a feasible 
site.   
 

Our apportioning method turns the polygon map 
into a point map of polygon centroids. By 

aggregating the attribute information to the 
centroids, we can assess the apportionment of 
the attribute information to the selected site 
location with ease. The strategy may able 

generalized to apply to other cases when the 
attribute information is randomly distributed and 
aggregated in polygons in the area. Further 
research effort may attempt to formulate how to 
apply the methodology to other applicable 
situations. 
 

However, our approach of aggregating the census 

block population to the centroid is different from 
prorating the population by the area of the census 
block inside the buffered region. We take into 

consideration only those census blocks that are 
within the buffered region. When the centroid is 
outside of the buffered region, the entire census 
block is not considered. We argue that the 
difference is acceptable for a reasonable estimate 
since the resident population is not necessarily 
evenly distributed within the census block, and is 

rather randomized.  An analytical argument for 
this is due but there is substantial mathematical 
difficulty. 
 
While we realize the difference in the apportioning 
methods, we consider the difference acceptable 

in practice.  To make practical use of the ease of 
assessment supported by our test-and-verify 
search strategy, another approach of further 
research effort should therefore be directed 
toward calibrating the method in comparison to 
other traditional approaches. When we can 
compare the two different apportionment 

methods in many different cases, we may be able 
to formulate a scheme toward appropriate 
application of our approach as proposed. 
 

7. SUMMARY 
 
In the site suitability problem of spatial data 

analytics, we have to assess the impact of certain 
attribute information distributed over the area in 

the vicinity around the site location.  Noting that 
the attribute information is not evenly distributed, 
it is aggregated to the polygons partitioning the 
area. We can construct a buffered region to define 

the boundary of its vicinity and then determine 
the apportioning of the attribute by proration of 
the area of each polygon inside the buffered 
region. The approach is however cumbersome to 
handle and does not effectively support test-and-
verify search. In our case study, we are asked to 
seek for a grocery store location with the 

requirement of certain resident population in the 
vicinity. The resident population information is 
aggregated in census blocks in the area. Instead 
of calculating the proration by the area of each 

census block in the buffered region, we convert 
the census block polygons into a point map of 
centroids, attributing the population of each 

census block to its centroid. We can then just 
consider those centroids that fall within the 
buffered region to come up with an estimate of 
the population in the vicinity. The difference in the 
assessment seems acceptable, but the ease it 
allows offers us effective support for our test-and-

verify search. The strategy may be generalized to 
similar cases of spatial data analytics. 
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ABSTRACT 

 
In recent years, online professor review platforms have become increasingly prevalent in higher 
education. While previous studies have examined various aspects of these platforms, such as review 

sentiment and content validity, their potential as a source of information for academic success has been 
largely unexplored. This paper investigates the use of Large Language Models to analyze anonymous 
professor reviews and identify common themes related to effective teaching practices, course design, 
and student engagement. The goal is to provide students with actionable suggestions on how to succeed 
in specific courses rather than focusing on elements that do not directly impact educational outcomes. 
Our study analyzed reviews of nearly 40,000 computer science instructors, producing meaningful 
insights into course experiences. Although we realized our analysis or publicly available professor 

reviews the proposed methodology can be utilized in the context of official Student Evaluation of 
Teaching. We discuss how the proposed method can be utilized to process instructors’ reviews, highlight 

teaching strategies, and elicit actionable information for both students and educators. Also, we describe 
how the same approach could also be utilized to identify areas for potential improvement.  
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1. INTRODUCTION 

 
Education is continuously evolving, driven by 
advancements in technology as well as changing 
student interests, backgrounds, and learning 

preferences (Luxton-Reilly et al., 2018). It is 
important for instructors and institutions to 
understand teaching approaches and course 
design elements that resonate with today’s 

learners to keep pace with these changes and 
provide an effective and engaging educational 
experience for students (Stephenson et al., 

2018). Although there is a growing body of 
academic literature on pedagogical best 
practices, student voices and perspectives are 
often missing from this discourse (Robins et al., 
2003). Indeed, student feedback is essential for 
professors to improve their teaching effectiveness 

and enhance learners’ experiences. It helps 
professors identify their strengths and 
weaknesses, refine course design and content, 
adapt teaching methods and styles, address 
student concerns and challenges and promote 
student engagement and motivation, encourage 

self-reflection and professional growth, and align 

teaching with student needs and expectations. 
 
To effectively solicit student feedback, institutions 
in higher education usually collect Student 
Evaluation of Teaching (SET) at the end of each 
course. SET are usually administered in the form 
of surveys with questions aimed at capturing 

students’ view on aspects of teaching that are 
deemed as important such as clarity, 
competence, and classroom environment. Among 
various applications, SET provides instructors 
with insights that can be used to improve 
teaching quality and identify areas for 

professional development. In addition to 
feedback to professors, SET also informs 

personnel decisions at the administrative level 
(Coladarci & Kornfield, 2007). However, despite 
the widespread use of SET, the design of SET 
questionnaires and the analysis of the collected 
data often lacks a systematic approach, leading 

to fragmented and inconsistent utilization of the 
information across departments and institutions 
due to several factors. First, SET questionnaires 
generate a large amount of qualitative and 
quantitative data, making it challenging to 

process and interpret the information effectively 
(Spooren et al., 2013). Specifically, qualitative 
data requires careful coding and analysis to 
identify common themes and patterns in student 
feedback. As a result, without a standardized 

approach to data analysis, different departments 
and institutions may employ varying methods, 
leading to a lack of comparability and consistency 
in how SET data is used (Uttl et al., 2017). Also, 

the results of SET evaluations are often not 
publicly shared, leading to a lack of transparency 
and consistency, and poor student involvement in 

the debriefing process. As a result, they are 
perceived as being primarily used for evaluating 
individual instructors’ performance rather than 
identifying broader trends and best practices in 
teaching (Hornstein, 2017). This, in turn, limits 
the potential for SET data to inform institutional 

policies, professional development initiatives, and 
the sharing of effective teaching strategies across 
departments and institutions. Furthermore, this 
fragmented approach to SET analysis hinders the 
ability to derive meaningful insights and 
actionable recommendations for improving 

teaching effectiveness at a larger scale (Linse, 

2017). 
 
In the past decade, professor reviews platforms 
such as RateMyProfessors.com (RMP) have 
gained popularity because they address the 
unmet need of students to be able to access 
professor reviews before making enrollment 

decisions. Websites like RMP enable students to 
anonymously and publicly share their ratings, 
comments, and opinions on their teachers. To this 
end, and similarly to SET, RMP utilizes various 
quantitative criteria, including clarity, 
helpfulness, and easiness (Timmerman, 2008). 

Although its validity and usefulness have been 
questioned by scholars and educators, RMP offers 

a wealth of student reviews and opinions about 
courses and instructors. Indeed, RMP and similar 
platforms are not an official instrument, and SET 
surveys remain the most comprehensive and 
reliable source of student feedback for educators. 

Also, the reviews published on unofficial professor 
reviews websites are not moderated, and many 
reviews contain elements unrelated to pedagogy, 
including personal retaliation, inappropriate 
comments, and swear words. However, thanks to 
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their extensive publicly available longitudinal 

datasets, unofficial platforms like RMP could be 
utilized as a resource for experimenting novel 
solutions, particularly when SET data are not 

readily available, which is mostly the case. By 
examining RMP reviews, researchers focusing on 
SET can design, develop, and test novel systems 
for supporting students’ and professors’ 
experiences, ultimately potentially enhancing the 
quality of their instruction. Specifically, the 
similarities between SET and the reviews 

published on RMP make it possible to use RMP as 
a testbed to evaluate, for instance, whether 
solutions based on Natural Language Processing 
(NLP) can process unstructured information from 
textual and distill overarching themes and 
evidence-based insights.  

 
This paper proposes a novel approach to 
analyzing data collected using SET surveys and 
extracting relevant information that can make it 
easier for professors, students, and 
administrators to draw insight from reviews. 
Specifically, in our work, we use Large Language 

Models (LLMs) and their capabilities in NLP tasks, 
including text classification and summarization. 
Our methodology utilizes an LLM-based pipeline 
that, starting from a large body of instructor 
reviews, (1) extracts a summary of the key 
dimensions and aspects of the learning 
experience (e.g., teaching style and classroom 

environment, learning approach and course 
content, participation and interaction, workload 

and expectations, and overall experience), (2) 
utilizes the key dimensions of teaching to process 
an instructor’s reviews and generate a relevant 
summary of the learning experience provided to 

the students, (3) evaluates the students’ 
sentiment on the dimensions of teaching 
effectiveness, and (4) suggests feedback for 
improvement. By leveraging the power of LLMs, 
our proposed method focuses on key pedagogical 
themes rather than on aspects that are not 
related to academic success, and it filters out 

irrelevant or biased information, including angry 
comments. 
 
In our study, we focused on demonstrating the 

potential of LLMs and data-driven approaches to 
analyze a vast number of reviews, identify best 
practices, and offer practical guidance to students 

and professors. To this end, we validated our 
method using publicly available reviews posted on 
RMP. Nevertheless, the same approach can be 
utilized on official SET data. 
 

2. RELATED WORK 

 
SET surveys have emerged as the primary tool for 

assessing teaching effectiveness in higher 

education. However, the rise of online platforms 
like RateMyProfessors.com has provided students 
with an alternative avenue to share their opinions 

and experiences with professors and courses. 
Although SET remains the most comprehensive 
and institutionally recognized source of student 
feedback, the lack of availability of data hinders 
researchers’ ability to investigate students’ 
ratings, comments, and reviews. Several studies 
suggested that universities should consider 

making their own SET data publicly available 
online to provide students with more 
representative and comprehensive data 
(Coladarci & Kornfield, 2007). 
As a result, in the past decades, unofficial 
professor review platforms like RMP achieved 

increasing popularity thanks to their accessibility 
to end-users (i.e., students and professors) and 
researchers. To this date, RMP remains the 
largest dataset of professors’ reviews, and it has 
attracted the attention of researchers interested 
in understanding its validity and potential utility 
for a variety of purposes.  

 
In particular, several studies have explored the 
use of RMP data to gain insights into various 
aspects of higher education, overcoming the 
limitations of SETs in terms of public availability. 
Researchers have investigated the correlations 
between RMP ratings and traditional SETs 

(Coladarci & Kornfield, 2007), finding generally 
strong correlations, suggesting some degree of 

the validity of publicly available reviews as an 
indicator of instructor performance. 
Simultaneously, (Coladarci & Kornfield, 2007) 
found that RMP may be useful for identifying very 

highly rated instructors but less effective for 
differentiating among instructors with lower 
ratings and, therefore, that RMP is not a 
substitute for formal in-class evaluations. Other 
studies noted that easiness and quality ratings on 
RMP were positively correlated, suggesting that 
students tend to rate professors more favorably 

when they perceive the course as less challenging 
(Kindred & Mohammed, 2005). Several research 
groups conducted thematic content analyses of 
RMP comments and found that students often 

comment on both instructor competence and 
personal characteristics (Felton et al., 2008). 
Also, different studies (Kindred & Mohammed, 

2005) analyzed the content of RMP reviews to 
identify common themes and factors that 
influence student ratings and found that students 
often mentioned professor personality, teaching 
style, and course difficulty as key factors in their 
evaluations, and they cautioned that RMP reviews 

should be interpreted with care, as they may not 
always reflect the actual quality of teaching. The 
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authors of a study (Legg & Wilson, 2012) found 

that students who voluntarily rate their 
professors on RMP tend to provide more negative 
evaluations compared to formal in-class 

evaluations. This self-selection bias raises 
questions about the representativeness of RMP 
ratings and their ability to reflect the overall 
student experience accurately. Also, other 
potential biases in RMP ratings have been a 
significant concern for researchers. Studies have 
shown that factors such as a professor’s age, 

gender, ethnicity, and even physical 
attractiveness can influence student ratings on 
RMP (Legg & Wilson, 2012). The latter findings 
suggest the presence of biases and, 
consequently, raise questions about the fairness 
and objectivity of RMP evaluations and their 

impact on instructors’ careers. For instance, 
(Gordon & Alam, 2021) found that students often 
comment on the accents of instructors with 
“Asian” last names, highlighting the potential for 
racial and linguistic biases in these evaluations. 
Additionally, some authors (Rosen, 2018) 
observed that professors in science, technology, 

engineering, and mathematics (STEM) fields tend 
to receive lower ratings on RMP compared to 
those in the humanities and arts, suggesting 
potential disciplinary biases.  
 
Indeed, RMP has several limitations, and it should 
not be utilized as an official source of information 

for research regarding teaching experiences. 
However, its vast dataset of reviews offers an 

excellent resource for developing and testing 
systems before they are deployed on official SET. 
Despite the concerns regarding validity and 
biases that have been a subject of ongoing 

debate, RMP remains popular among students, 
with millions of users relying on it to inform their 
course selections (Boswell & Sohr-Preston, 
2020). Also, it offers valuable insights into 
student perceptions and preferences. Also, in 
addition to students using RMP for enrollment 
decisions, instructors and institutions might 

already be leveraging the data available on RMP 
for hiring decisions or to gain insight on various 
aspects of teaching, including rapport with 
students, communication skills, and classroom 

management.  
 
Another aspect that makes RMP’s dataset an 

interesting source of information for research 
studies is the nature of the data collection 
process, which is not mediated by questions 
designed by a specific institution. Therefore, by 
analyzing RMP data, researchers can obtain a 
deeper and broader understanding of the factors 

that students consider important in their learning 
experience. This information can be used to 

design solutions that improve teaching practices 

and enhance student satisfaction. To this end, 
although studies have suggested that RMP 
comments and qualitative feedback can provide 

insights into effective teaching practices 
(Hartman & Hunt, 2013), limited research has 
explored its use as a tool for identifying best 
practices in teaching. While the majority of 
research has centered on the validity and impact 
of RMP ratings, few studies utilized the content of 
RMP reviews as a source of insights for 

professors. One study utilized text analysis 
techniques to predict professor classifications 
based on student comments, revealing 
differences in the language used to describe 
"good" professors across various student groups. 
This study suggests that RMP reviews contain 

valuable information about student perceptions 
and priorities, which could be leveraged by 
professors to understand and adapt to their 
students' needs (Azab et al., 2016). The lack of 
studies analyzing the content of RMP reviews 
presents an opportunity for further research. By 
examining the themes, sentiments, and specific 

feedback contained within RMP comments, 
researchers could uncover actionable insights for 
professors looking to improve their teaching 
practices and better connect with their students. 
Such analyses could also shed light on the factors 
that contribute to student satisfaction and 
perceptions of teaching effectiveness, 

complementing the findings of traditional SET 
surveys. 

 
More recently, AI techniques have been applied 
to analyze educational data and provide insights 
into teaching practices. The authors of a study 

(Sutoyo et al., 2020) used Machine Learning 
techniques, including sentiment analysis and 
natural language processing (NLP) frameworks 
such as BERT to analyze student comments from 
course evaluations. They identified key themes 
such as course content, teaching style, and 
assessment methods that influenced student 

satisfaction and learning outcomes. Their findings 
highlighted the importance of engaging students, 
providing clear explanations, and offering timely 
feedback. Also, the authors of (Wang et al., 2020) 

found that BERT was effective at identifying 
themes and sentiments in the comments, 
outperforming traditional machine learning 

approaches. These studies provided insights into 
student perceptions and learning outcomes in CS 
education and demonstrated the growing interest 
in using LLMs to analyze SET and RMP data. 
However, more research is needed to fully 
understand the potential and limitations of LLMs 

in this domain. Thus, there remains a gap in 
leveraging the rich qualitative data available in 
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RMP reviews to identify the best practices. 

 
In this paper, we use the data from RMP as a 
testbed for an LLM-based solution ultimately 

aimed at processing reviews collected through 
SET surveys. Consequently, in our results we 
derive insights based on the content of the 
reviews from RMP to demonstrate the viability of 
our approach and validate our methodology 
rather than extracting information from the 
reviews. Nonetheless, the interaction dynamics of 

RMP, with specific regard to the ability of students 
to publish their comments anonymously, might 
also result in useful insights into learning 
experiences. 
 

3. MATERIALS AND METHODS 

 
The objective of our work is to automatically 
extract information from SET to enhance the 
assessment of professors’ teaching quality to 
benefit instructors and students. Specifically, our 
goal is to leverage LLMs’ capability of 
understanding and generating human-like text 

very accurately to analyze large volumes of 
unstructured data, such as student reviews of 
professors, whether from SET or other sources, 
and processing them in a way that provides 
instructors and students with more intuitive and 
actionable information.  
 

In this paper, we present the results of a study in 
which we investigated the use of LLMs to analyze 

professors’ reviews and extract key features that 
can inform and improve pedagogical practices as 
well as guide students in succeeding in academic 
courses. Instead of focusing on quantitative 

ratings such as professor quality, difficulty, and 
whether students would take the course again, 
our strategy takes a qualitative approach to the 
analysis of textual professor reviews, whether 
from RMP or official SETs. We designed a multi-
step process for extracting different types of 
information from professor reviews, and we 

utilized publicly available data from an online 
website to validate our approach. To this end, the 
massive dataset offered by RMP is an exceptional 
testbed to evaluate different approaches based 

on LLMs, their feasibility, and their performances. 
In this phase, we are focusing on RMP because 
the nature of its data (i.e., the amount and it 

being publicly available) enables testing our 
method on a large number of reviews, validate 
our approach, and evaluate necessary 
improvements. In the next phase of our work, we 
aim to support data from official SET surveys. 
After defining key dimensions of teaching 

effectiveness and student success, our proposed 
methodology consists in using LLMs to process 

individual professors’ reviews, filter out irrelevant 

or inappropriate content, and extract the 
following outputs for each instructor or courses. 
The outputs are described in Figure 1. 

1. A summary of the learning experience 

that students are expected to have with 

the professor or on the course and tips to 

perform well in the class. This primarily 

benefits students in their enrollment 

decisions, when they seek to know what 

kind of learning environment they will be 

in. In addition to providing prospective 

students with insights into course 

selections, this information can be utilized 

by the instructor to improve their 

teaching. 

2. An analysis of the sentiment of the 

students, which can be utilized by 

professors to evaluate students’ general 

perceptions and responses to their 

teaching style. 

3. A list of actionable improvement items 

based on relevant students’ suggestions. 

The instructor can use this information to 

quickly identify adjustments needed to 

accommodate an evolving audience. 

In our study, we evaluated whether LLMs could 
assist in every step of this process, including 

summarizing a large number of reviews into an 
essential list of relevant feedback, capturing the 

expected classroom experience, and achieving 
insights that can be converted into suggestions 
for student success. By using LLMs, we aim to 
abstract aspects of the original reviews that can 
influence students and instructors negatively, 

such as the sentiment of the reviewer and their 
ability to articulate their opinions. Furthermore, 
this approach could also be utilized to filter out 
inappropriate information, including sexist 
comments (Boswell & Sohr-Preston, 2020), and 
provide the audience with a more polished digest. 

 
In the context of official SET, each institution 
creates a survey with questions designed based 
on a predefined set of dimensions of teaching 
excellence and student success identified by a 

specific committee or unit. As a result, students’ 
answers and reviews contain information 

collected from several questions each 
investigating one or more aspects. Therefore, 
using this top-down approach, the data collected 
from students’ comments in the context of official 
SET reflect the aspects that are relevant for the 
institution. Conversely, in our case we utilized 
publicly available reviews collected in a bottom-

up fashion from students. Therefore, the content 
was not guided or directed by any specific 
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dimensions, because RMP provides users with one 

text field only where they can enter their review. 
As we had no control over the data collection 
process, we could not make assumptions on the 

dimensions considered relevant by the students. 
Consequently, we used LLMs to also extract the 
most recurring topics and code and infer the 
relevant dimensions based on the content of 
students’ reviews. 
  
As a result, the steps in our process (also 

described in Figure 1) can be summarized as 
follows: 
1. Collect the dataset. In the study presented in 

this paper, we utilized RMP’s data. However, 
in regular application scenarios, the dataset 
is already collected by the institution and 

consists of course evaluations from SET. 
2. Selection of professors. For the purpose of 

this study, we utilized a representative 
sample of RMP’s dataset. 

3. Pre-process the data to eliminate reviews that 
do not contain relevant information. 

4. Extract the main themes from the content of 

the reviews. 
 
Conversely, when applied to data from SET 
surveys, the process would be as follows. 
1. Definition of quality metrics, which informs 

the creation of survey questions. Quality 
metrics would be defined top-down by the 

institution, whereas in our study they were 
extracted bottom-up from the content of the 

reviews. 
2. Collection of the dataset, that is, administer 

course evaluations questionnaires to students 
and ensure a representative sample fills them 

out. 
3. Process the data in a way similar to step 3 

described above. 
 

 
Figure 1 – An overview of our methodology and 
its different application with RMP’s dataset and 

data from SET 

3.1 Data collection 

To obtain the dataset for our study, we developed 
software that automatically retrieved data from 
RMP using GraphQL, a query language for 

Application Programming Interfaces (APIs). 

GraphQL enabled us to query RMP’s server and 
specify the exact data fields required for our 
analysis. This approach allowed us to efficiently 

collect complete information about schools, 
professors, and their associated ratings. The 
initial dataset consisted of a total of 9,244 
schools, 2,050,784 professors, and over 
23,311,429 ratings.  
 
After retrieving the initial dataset, we applied a 

filtering process to narrow the scope of our study 
to professors in one discipline only. We focused 
on a single academic field, that is, Computer 
Science (CS), to extract more targeted 
information and insights and actionable insights 
that are directly relevant to CS education. 

Therefore, we limited our dataset to 727,315 
reviews from 227,687 individual CS courses 
taught by 49,147 professors at 3,502 schools. 
Nevertheless, the methodology could be utilized 
for other disciplines or generalized and applied in 
transdisciplinary fashion, regardless of a 
particular academic area. 

 
Then, we aggregated and processed all the 
reviews on an individual professor basis. Although 
our initial goal is to process single courses, the 
data collected by RMP consists of very few 
reviews for most courses and in a large number 
of reviews in a limited subset of courses. As the 

high variance and sparse number of reviews per 
course would result in many courses having 

insufficient information, which would result in a 
poor outcome. However, this limitation would not 
affect data collected via SET, which has 
significantly higher response rates. 

 
3.2 Pre-processing 
Subsequently, we pre-processed our data to filter 
out irrelevant reviews. To this end, we analyzed 
the distribution of reviews per course and number 
of characters per reviews, which is shown in 
Figure 2. As shown in the image, a large number 

of courses have less than 3 reviews and less than 
250 characters, resulting in very limited 
information. In fact, many students’ comments 
involve just a few characters or a single word, or 

reviews such as “no comment’’, lacking useful 
information. Therefore, we removed a total of 
12,099 professors whose reviews accounted for a 

total of less than 500 characters, regardless of 
the number of reviews, as shown in the first two 
lines of Figure 2. By doing this, we avoided 
analyzing reviews that, in addition to providing 
very little insight into the course experience, 
would cause the LLM to generate inaccurate 

content. Also, we removed a total of 2,471 
professors with a large number of reviews 
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accounting for more than 12,000 characters in 

total. As these professors would take too long to 
process, we prioritized shorter reviews to test the 
feasibility of our system. Therefore, we restricted 

our initial analysis to a total of 34,577 professors 
(i.e., 70.35% of the dataset). As discussed 
earlier, we did not process individual course 
reviews because it would result in higher data 
sparsity in terms of the number of reviews and 
content and, consequently, limit the 
generalizability of our findings. In fact, reviews of 

155,796 courses (i.e., 68.42% of the dataset) 
had less than 500 characters and, thus, would not 
be suitable for a comprehensive analysis. 
 
This step was realized manually, by filtering 
reviews based on their length and content. 

Working with SET datasets would require the 
same type of preprocessing, which could be 
realized by analyzing the text with quantitative 
techniques or using traditional NLP approaches. 
 

 
Figure 2 Distribution of reviews by number of 
reviews per professor and total characters 
(excerpt). 

3.3 LLM selection 
The third step in our process was to select an LLM 
suitable for text summarization, sentiment 
analysis, and text generation tasks. Many recent 
models, including free and open-source models, 
are equipped to perform well in these tasks. The 

goal of our work was to study the feasibility of our 
approach and validate our methodology rather 
than evaluating and comparing the LLMs 
performances of a series of models. As a result, 
our criteria in choosing the model were primarily 
guided by the feasibility integrating the LLM into 
the process. We decided to utilize Llama 3, an 

open-source LLM developed by Meta. Compared 
to its predecessors, Llama 3 exhibits better 
alignment with user instructions, leading to more 

accurate and relevant responses, and offers a 

more diverse range of answers. Before choosing 
Llama 3, and specifically, the model trained with 
8 billion parameters, we tested several other 

open-source LLMs, including Gemma, Mistral, and 
Phi3, on a subset of the dataset consisting of 100 
reviews. Although their performances were 
similar, we chose Llama 3 because of its 
interoperability and openness to fine-tuning, 
which could be useful in our future work. 
 

In our approach, we considered the LLM as a 
processing tool. Therefore, the model utilized in 
our study can be replaced by a different LLM that 
more appropriately or conveniently supports the 
specific use case or application scenario of the 
proposed approach. 

 
In our study, we utilized the model on a client 
using Ollama, an open-source project designed to 
simplify the process of running LLMs on local 
machines. Ollama acts as a standard interface for 
interacting with an LLM, and it supports a growing 
number of models, many of which are Open 

Source. To process the dataset, we developed a 
custom JavaScript program that utilized Ollama’s 
node package as an interface to query the LLM. 
The script was executed in a NodeJS environment 
on a computer equipped with a multi-core 12th 
gen Intel(R) i7-12800H processor with an NVidia 
RTX A2000 graphic card equipped with 8GB RAM 

and Cuda-enabled GPU. 
 

3.4 Extraction of collective themes 
In official SET surveys, students answer questions 
that investigate specific dimensions, which, in 
turn, can be utilized to guide the analysis of the 

content of the reviews. Conversely, as mentioned 
previously, one of the main limitations of using 
data from RMP as a test dataset is the 
unstructured way in which feedback is collected 
from users, with reviews being the result of one 
general text entry. In this context, prompting the 
LLM to analyze a review without any specific 

pointers results in a very general and inconsistent 
summary. Also, arbitrarily choosing dimensions of 
teaching excellence and student success would 
result in incorrect assumptions or in the LLM 

potentially generating text to fill out elements 
requested in the prompt that are missing in the 
data. 

 
Therefore, we utilized the LLM to extract 
overarching themes that emerge across multiple 
reviews, in a process similar to manual coding in 
qualitative research. These themes could include 
common praise points, recurring concerns, or 

specific aspects of teaching that students 
frequently mention when providing feedback 
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0 85414 1788 74 4 0 0 0 0 0 0 0 0

250 63398 4756 297 57 6 2 0 0 0 0 0 0

500 14248 8562 498 75 36 10 4 0 0 0 0 0

750 19 10100 908 128 36 12 5 3 0 0 0 0

1000 1 6394 1328 179 45 20 10 1 0 0 0 0

1250 0 3339 2092 247 51 26 9 3 2 0 0 0

1500 0 1196 2393 445 81 23 10 5 1 2 0 0

1750 0 6 2145 585 136 31 11 6 3 2 0 0

2000 0 0 1350 813 170 49 20 4 5 1 5 0

2250 0 0 741 858 253 65 19 11 2 2 1 1

2500 0 0 232 968 267 80 25 12 10 1 0 0

2750 0 0 8 687 368 106 35 22 6 6 3 1

3000 0 1 0 444 404 128 47 12 7 3 1 2

3250 0 0 0 199 423 188 62 26 10 4 4 1

3500 0 0 0 57 404 205 67 22 10 8 3 1

3750 0 0 0 4 298 244 83 32 17 9 2 2

4000 0 0 0 0 165 226 85 43 22 7 5 2

4250 0 0 0 0 71 183 129 61 23 7 1 0

4500 0 0 0 0 23 183 133 61 20 10 8 2

4750 0 0 0 0 2 114 124 68 23 13 4 6

5000 0 0 0 0 1 64 128 56 31 13 5 3

5250 0 0 0 0 0 26 109 69 35 21 4 4

5500 0 0 0 0 0 10 79 82 46 16 9 5

5750 0 0 0 0 0 0 53 79 46 24 19 3

6000 0 0 0 0 0 0 38 78 48 23 16 7

6250 0 0 0 0 0 0 15 68 54 31 17 8

6500 0 0 0 0 0 0 8 44 58 26 14 11

6750 0 0 0 0 0 0 1 22 58 26 21 7

7000 0 0 0 0 0 0 0 20 37 26 16 8
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about their professors. Identifying these 

collective themes helps understanding the 
broader patterns and trends. For example, 
themes could include the clarity of explanations, 

the helpfulness of feedback, the engaging nature 
of lectures, or the availability of resources. 
 
To ensure the relevance and accuracy of the 
extracted themes, we initially extracted a set of 
pedagogical keywords and themes that guided 
the design of our system prompt to the LLM. To 

this end, we asked GPT-4 to analyze reviews for 
over 10,000 professors and extract key themes 
representing various aspects of teaching and 
learning. The LLM priming process involved an 
initial extraction of pedagogical keywords and 
themes from 10,000 rows of review data using 

GPT-4. This approach was validated through 
manual cross-verification to ensure that the 
themes accurately represented key dimensions of 
teaching quality, such as teaching style, student 
interaction, and assessment fairness.  Figure 3 
represents a word cloud of the most common 
elements found in reviews. This step was key to 

informing our coding process.  
 
A number of themes emerged from the analysis 
of all the professors' reviews. We initially grouped 
them into 12 overarching areas related to 
teaching effectiveness and student success. 
These represent the key aspects that students 

frequently mention when providing feedback 
about their professors. While most themes are 

applicable across disciplines, industry, and real-
world connections emerged as particularly 
relevant to CS education, especially in contexts 
such as software engineering. 

1. Teaching methods and styles, representing 

whether the professor uses clear 

communication, structured learning, 

technology integration, interactive and 

hands-on activities, flipped classroom 

models, digital tools, multimedia resources, 

visual aids, animations, interactive lectures, 

and dynamic teaching techniques. 

2. Course content and design, which 

incorporates real-world examples, updates 

content regularly, uses interdisciplinary 

perspectives, practical applications, case 

studies, varied assessments, project-based 

learning, reflective assignments, cross-

departmental projects, current research, and 

podcasts. 

3. Student engagement and participation, 

describing whether the instructor utilizes 

gamification, provides incentives, encourages 

active participation through discussions and 

coding sprints, and uses interactive 

simulations, real-time polls, collaborative 

learning, peer-to-peer teaching, peer review, 

student-led discussions, study groups, 

student showcase events, and infographics. 

4. Feedback and assessment, which represents 

whether the professor provides timely and 

constructive feedback, uses clear grading 

rubrics, conducts formative and frequent 

assessments, offers self-paced learning 

options, sets transparent expectations, and 

monitors student progress. 

5. Classroom environment and management, 

that is, whether the professor maintains a 

structured and respectful environment, uses 

inclusive teaching practices, creates an 

engaging atmosphere, maintains open 

communication, focuses on student-centered 

learning, uses active learning techniques, and 

adapts to different learning styles and paces. 

6. Student support and development, including 

whether the instructor establishes 

mentorship programs, provides resources 

and support, promotes well-being, offers 

professional development, encourages 

growth mindset, continuously improves, 

fosters partnerships, provides growth 

opportunities, uses early alert systems, 

encourages learning from mistakes, and 

helps balance academic and personal life. 

7. Collaboration and interaction, evaluating 

whether the professor assigns group projects, 

encourages collaboration, solicits student 

input, uses peer review, promotes 

collaborative projects, and uses 

communication platforms, online 

collaboration tools, and interactive 

workshops. 

8. Use of technology in teaching, measuring how 

the instructor incorporates relevant 

technology tools and platforms, uses digital 

tools, integrates technology seamlessly, uses 

online learning platforms, virtual and 

augmented reality, learning management 

systems, and adaptive learning technology. 

9. Content delivery and resources, describing 

teaching methods, the instructor’s level of 

presence in the classroom, the use of modular 

assignments, online platforms, digital 

resource libraries, supplementary materials, 

recorded lectures, and optional workshops. 

10. Industry and real-world connections, which 

are particularly relevant in technical 

disciplines, describing whether the instructor 

incorporates elements such as guest lectures, 
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builds industry connections, emphasizes real-

world applications, aligns with professional 

standards, organizes guest speaker series, 

and collaborates with industry. 

11. Continuous learning and improvement, 

representing whether students think that the 

instructor regularly updates content and 

methods, encourages professional 

development, promotes a growth mindset, 

implements feedback mechanisms, uses 

reflective assignments, and provides ongoing 

learning opportunities. 

12. Flexibility and adaptability, representing 

whether the professor offers flexible 

deadlines, adapts teaching methods, uses 

adaptive learning technology, communicates 

expectations clearly, provides self-paced 

learning options, and implements early alert 

systems. 

We did not quantify the occurrence of each theme 
in the reviews and weigh them based on the 
number of occurrences. This is because our goal 
was to identify all the key themes without 

necessarily setting a relevance threshold to scope 
the landscape of students’ comments. 
Furthermore, associating any quantifiers to 
themes would introduce validity problems in our 
study, considering the concerns expressed by 
previous studies about the lack of completeness 
of RMP's data. Ultimately, this step was necessary 

only because of the characteristics of the RMP 

dataset. 
 
Then, based on these pedagogical themes, we 
identified the following five dimensions that were 
most pertinent to a student’s experience. This is 

to provide students with a more succinct 
summary highlighting the main aspects only. 
1. Teaching style and classroom environment: 

the professor's teaching methods, ability to 
engage students, and create a conducive 
learning atmosphere define the classroom 
environment. 

2. Learning approach and course content: the 
professor's organization and presentation of 
relevant, applicable course content, along 

with the use of assignments and projects, 
shape the learning approach. 

3. Participation and interaction: whether the 
professor encourages student participation, 

being responsive to feedback, and 
maintaining availability outside of class 
characterize effective participation and 
interaction.  

4. Workload and expectations: whether the 
professor establishes clear communication of 

course requirements, reasonable workload 

distribution, appropriate academic challenge, 

and fair grading practices define the workload 
and expectations. 

5. Overall experience: the overall classroom 

experience is determined by the professor's 
teaching effectiveness, ability to enhance 
student interest and engagement, 
supportiveness, and the sense of 
accomplishment students gain from the 
course. 

 

 
Figure 3 Word cloud of salient themes 

 
3.5 Summary generation 
After defining the five dimensions, we started 

feeding each professor’s reviews into the LLM to 
generate a summary of their teaching experience. 
To this end, we used the five dimensions to 
generate the following system prompt, which was 
utilized to prime the LLM. 
“You will be given a professor’s review, and you 
will produce a description of the professor based 

on all the following aspects: - teaching style and 
classroom environment; - learning approach and 
course content; - participation and interaction; - 
workload and expectations; - overall experience. 
For each dimension, calculate a score from 1 to 5 
based on the sentiment of the review. Absolutely 

describe all the 5 aspects. Finally, produce a list 
of suggestions for prospective students taking the 
professor, especially in computer science 
disciplines. Avoid mentioning the name of the 
professor and the reviews.” This prompt was 
designed to elicit a comprehensive analysis of the 
professor's performance across five key 

dimensions, along with a numerical score for each 
aspect and a list of suggestions for improvement. 
The model was reset before processing each 

review to prevent any influence from previous 
inputs on the LLM's output. 
 
3.5 Sentiment analysis 

Subsequently, we analyzed the sentiment 
associated with each of the 13 initial themes, with 
the aim to determine whether the themes are 
generally addressed by students as positive, 
negative, or neutral.  
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Our goal was to evaluate whether the LLM is able 

to capture the overall sentiment of students with 
respect to each dimension to provide the 
instructor with a prioritized list of improvement 

items, if any. To obtain an analysis of the 
students’ sentiment in each professor’s class, we 
processed individual professors’ reviews using the 
following system prompt. 
“Based on the professor's review, rate each of the 
following aspects (if present) on a scale from -2 
to +2 based on the sentiment of the review. 1. 

Teaching Methods and Styles; 2. Course Content 
and Design; 3. Student Engagement and 
Participation; 4. Feedback and Assessment; 5. 
Classroom Environment and Management; 6. 
Student Support and Development; 7. 
Collaboration and Interaction; 8. Use of 

Technology in Teaching; 9. Content Delivery and 
Resources; 10. Industry and Real-World 
Connections; 11. Ethics and Professionalism; 12. 
Continuous Learning and Improvement; 13. 
Flexibility and Adaptability. Only list the criteria 
and the numeric value”. 
 

4. RESULTS AND ANALYSIS 
 
4.1 Summary generation 
Processing all the reviews required approximately 
84 hours. The LLM generated responses 
consisting of an average of 182.97 tokens, which 
took an average of 8805.30ms to generate. 

 
The list below presents some examples of the 

summaries generated by the LLM based on the 
reviews. Specifically, the examples present 
excerpts of each of the five dimensions from 
different professors’ reviews. 

• Teaching style and classroom environment: 
5/5. The professor gives great lectures, uses 
YouTube videos as a teaching tool, provides 
easy-to-understand overviews of the weeks, 
and is a great teacher, which really helps you 
learn the material rather than memorize it. 

• Learning approach and course content: 3/5. 

The professor is knowledgeable, but the way 
he teaches may require students to rely on 
outside sources or teach themselves the 
material. The course content is challenging in 

the second half. 
• Participation and interaction: 3.5/5. While the 

professor is not overly engaging or interactive 

in his lectures, he does seem to be available 
for one-on-one office hours, which can be 
helpful for students who need additional 
support. 

• Workload and expectations: 4/5. The 
professor sets realistic expectations for 

assignments and projects, with clear 
guidelines and deadlines. While the workload 

can be challenging at times, it is manageable, 

and students are encouraged to ask for help 
if needed. 

• Overall experience: 2.5/5. Students have 

mixed opinions about the professor’s teaching 
style, with some finding him boring or dry and 
others appreciating his willingness to help. 

 
The examples show the LLM’s ability to 
summarize effectively the key dimensions of 
professors’ classroom experience, providing 

insight into aspects of teaching that can be useful 
for instructors and students. Simultaneously, the 
excerpts demonstrate the LLM’s ability to abstract 
from reviewers’ sentiments and produce a 
balanced reflection of teachers’ qualities. For 
instance, in the fifth item of the list above, some 

students’ reviews incorporated angry comments 
and inappropriate remarks, which the LLM 
successfully filtered out and reframed using a 
constructive tone. The latter aspect highlights the 
importance of using LLMs with high alignment and 
proper safeguards.  
 

After processing the data, we assessed the LLM’s 
output based on the following dimensions. 
1. Completeness, that is, the presence of all the 

required elements, that is, (1) an analysis of 
each of the five key dimensions of teaching, 
(2) a numeric score for each dimension, and 
(3) the list of suggestions on how to succeed. 

2. Correctness: whether the summary 
generated by the LLM reflected the content of 

students’ original review. 
3. Consistency: the LLM's ability to generate 

consistent output, including formatting of 
text, scores, and lists. 

4. Appropriateness, including relevance of the 
information, use of an appropriate tone, and 
absence of inappropriate comments. 

5. Efficiency, that is, the ability of the LLM to 
produce an effective summary without being 
too dry or verbose. 

 

This post-processing step enabled us to evaluate 
the LLM’s performance and, consequently, the 
feasibility and efficacy of our approach. To this 
end, using data produced from the post-

processing parser described in the previous 
section, we analyzed quantitative dimensions 
(i.e., completeness, consistency, and efficiency) 

in all the 34,577 summaries generated by the 
LLM. 
 
Figure 4 represents the completeness of the 
output of the LLM. Most summaries (i.e., 73%) 
included all five elements, whereas the remaining 

27% lacked comments on one or more of the 
dimensions of teaching qualities. This is because 
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some students’ reviews did not include comments 

that enabled the LLM to generate an appropriate 
summary. Also, 68% of LLM-generated reviews 
included a score for each dimension. A closer look 

at the content of some reviews revealed that 
although the information generated by the LLM is 
incomplete, in these circumstances, the system 
behaved correctly: instead of making up content, 
it simply avoided producing any. The score was 
completely missing in 19% of the reviews. This is 
because of the missing information described 

previously. However, in this case, the issue is also 
caused by an inconsistency in the results 
produced by the LLM. A mitigation strategy, in 
this case, would consist of either requiring the 
LLM to regenerate the review entirely or 
prompting the LLM to produce a score for each 

dimension present in the generated output. As far 
as the completeness of suggestions is concerned, 
the system provided two or more suggestions in 
81% of the cases, whereas 17% of the reviews 
did not incorporate any recommendations. As in 
the previous case, this issue can be mitigated by 
requiring the LLM to process the original review 

and by deliberately asking it to only produce 
suggestions by conditioning the system prompt 
accordingly. 
 
As far as the consistency of the output is 
concerned, our analysis primarily focused on 
syntactical aspects such as the formatting of lists 

and scores. LLMs produce Markdown-formatted 
output. Specifically, lists, including the 

dimensions of teaching quality and suggestions 
for academic success, were represented using the 
“-“ symbol (i.e., unordered) and numbers (i.e., 
ordered) in 44% and 47% of the cases, 

respectively. In the remaining 9% of the cases, 
the output was unstructured. In the former 
situation, the parser was able to reconcile the 
items in the lists, in the latter scenario, the 
solution is to prompt the LLM to regenerate the 
output. Furthermore, when present (i.e., in 81% 
of the cases, as discussed above), scores were 

represented as a number (i.e., 3, or 5) in 42% of 
the cases and as a number with respect to its 
maximum value (i.e., 3/5, or 2.5/5) in 58% of the 
cases. The parser could handle such cases 

without requiring further processing. 
 
For cases where the LLM-generated summaries 

were incomplete or inconsistent, a more detailed 
review revealed that this typically occurred in 
reviews with sparse content or ambiguous 
language. When a review lacked sufficient detail, 
the LLM occasionally omitted one or more 
dimensions of teaching quality, leading to 

incomplete summaries. Similarly, inconsistencies 
in formatting were more common in reviews with 

non-standard phrasing or excessive repetition of 

themes. A potential strategy for improving 
incomplete output would involve prompting the 
LLM to regenerate the summary when key 

dimensions are missing. This could be achieved 
by setting minimum thresholds for data content, 
requiring the model to extract themes from 
multiple reviews rather than relying on sparse or 
brief input. Additionally, a fallback mechanism 
could request the LLM to provide suggestions for 
improving the reviews when a lack of data 

prevents a complete analysis, though this could 
result in content that is not present in the original 
review. Inconsistent formatting could be 
addressed through better prompt engineering. 
For example, by enforcing specific formatting 
rules within the system prompt (e.g., always use 

numbered lists for suggestions), we can ensure a 
more consistent structure across all outputs. Also, 
in our future work, we plan to integrate post-
processing tools to standardize the final output 
format, resolving inconsistencies without 
requiring reprocessing of the original data. r 
professors with limited reviews, the LLM struggled 

to provide complete summaries due to a lack of 
data. One strategy to improve accuracy in these 
cases would be to aggregate reviews over 
multiple courses or time periods, allowing the LLM 
to analyze a broader dataset and generate more 
complete summaries. However, our strategy of 
choice is to include a fallback option to indicate 

that insufficient data is available to generate a 
fully detailed summary, ensuring that the output 

remains informative without misrepresenting the 
review data. We will implement this in our future 
work. 
 

The last quantitative dimension considered in our 
analysis is the efficiency of the system, measured 
as the ability of the LLM to produce 
comprehensive reviews in a concise format. The 
average review length was 2054±923 characters 
with a mode of 1926 characters. In 27,065 cases 
(i.e., 78%), the LLM generated reviews ranging 

between 1,000 and 3,000 characters, which is an 
appropriate length. In 3,394 cases (i.e., 9%), 
reviews were considered too short, whereas in 
4118 instances (i.e., ~12%), they were too long. 

 
Moreover, we evaluated correctness and 
appropriateness by sampling 500 LLM-generated 

reviews at random from six categories, that is, 
reviews with high and low completeness scores, 
consistency, and efficiency. As far as the 
correctness of the reviews is concerned, we did 
not find any LLM-generated summary that did not 
match the content of the original review. This is 

an indication of the performance of the LLM, its 
ability to limit hallucinations, and its high 
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alignment. Some items included in the 

suggestions consisted of general advice that was 
not necessarily part of the original review, which 
is not necessarily a concern, given the purpose of 

our approach. We found a strong correlation 
between appropriateness and the other 
dimensions of our analysis, with specific regard to 
completeness and consistency: out of the 500 
summaries produced by the LLM and analyzed 
manually, all the outputs that scored 70% and 
above in the quantitative dimensions had 

appropriate content and did not raise any specific 
concern in terms of appropriateness. On the 
contrary, we found that in three cases, our LLM-
generated summaries contained a somewhat 
negative tone resulting from the original student’s 
comment, which was left unfiltered (e.g., “If you 

really wanna learn from the class, it’s all up to 
you”). Based on our evaluation, these 
circumstances can be addressed by filtering out 
any output ranking low in completeness, 
correctness, and consistency. 
 

Figure 4 Summary generation - Performance 

evaluation statistics 

4.2 Sentiment analysis  
Analyzing the sentiment of each professor’s 

reviews took a total of 4 hours. The performance 

of the model was evaluated by randomly 
sampling approximately 10% of the output, that 
is, 3,000 professors, and manually comparing the 
content of the reviews and the extracted 
sentiment, assigning a score from 1 to 5 based on 
the accuracy of the LLM in classifying the 
sentiment. On average, the resulting score was 

2.7, which was unexpectedly low, considering 
LLMs’ ability in sentiment analysis tasks. 
However, the main issue was that in many cases, 
the model inferred a sentiment score for all the 
12 dimensions even if the review did not have any 
content related to some of the teaching 
evaluation and student success metrics. This was 

due to the following factors:  

1. The nature of the dataset and, specifically, 
the data collection process, which did not 
capture content for each of the dimensions. 
We extracted the 12 themes by aggregating 
the content of all the reviews. However, some 

themes were not mentioned in many 
professors’ reviews. This issue is inherently 
solved using data from official SET surveys, 
where each dimension has a corresponding 
answer. 

2. The number and specificity of the dimensions 

was too high for the LLM to find enough 
content in each review. This issue would be 
solved as in 1. 

3. The inherent nature of LLMs, which makes 
them “fill in the blank” in case of missing or 
incomplete input. In addition to the solution 
mentioned in the previous two points, this 
issue might be solved by using prompt-
engineering and fine-tuning techniques. 

 

Overall, this aspect requires further investigation 
and will be analyzed in a follow-up study. 
 
4.3 Improvement items 
As the sentiment analysis could not provide an 
accurate representation of each professor’s 

performance over the 12 dimensions, instead of 
analyzing improvement items on a per-professor 
basis, we aggregated the results and asked the 
LLM to analyze the sentiment on the entire set of 
aggregated reviews and identify suggestions for 
improvement. The results of our sentiment 
analysis (see Figure 5) show that, on average, 

students have an overall slightly positive attitude 
toward their instructors. Specifically, teaching 
methods and styles (+1.52) and ethics and 
professionalism (+1.50) received the highest 
positive sentiment scores. By manually 
comparing the reviews and the generated 
sentiment analysis score, we found that 

professors who employ engaging, interactive, and 
well-structured teaching methods while also 

emphasizing the importance of professional ethics 
are likely to be viewed favorably by students. 
Course content and design (+0.88), use of 
technology in teaching (+1.13), content delivery 

and resources (+1.13), and continuous learning 
and improvement (+1.06) also received positive 
sentiment scores, suggesting that students 
appreciate well-organized and relevant course 
content the effective integration of technology, 
accessible learning resources, and a commitment 
to ongoing improvement. Professors who keep 

their course content up-to-date, leverage 
technology to enhance learning experiences, 
provide comprehensive resources, and 
demonstrate a willingness to adapt and improve 

their teaching are likely to be positively perceived 
by students. Classroom environment and 
management (+0.78), student support and 

development (+0.63), collaboration and 
interaction (+0.69), industry and real-world 
connections (+0.69), and flexibility and 
adaptability (+0.50) received moderate positive 
sentiment scores. These results suggest that 
students value a positive and inclusive classroom 

atmosphere, supportive and development-
oriented learning environments, opportunities for 
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collaboration, connections to real-world 

applications, and a degree of flexibility in the 
learning process. While professors are generally 
doing well in these areas, there may be room for 

further improvement to enhance student 
experiences and outcomes. On the other hand, 
student engagement and participation (-1.00) 
and feedback and assessment (-0.83) received 
negative sentiment scores, indicating potential 
areas of concern for students. These results 
suggest that students may feel less satisfied with 

the level of engagement and interaction in their 
courses and may desire more effective feedback 
and assessment practices. Professors should 
focus on strategies to promote active learning, 
encourage student participation, and provide 
timely, constructive, and actionable feedback to 

address these concerns and improve student 
sentiment in these areas. 
 

 
Figure 5 Sentiment analysis based on the 
aggregated sample of reviews 

 

 
5. DISCUSSION 

 
Our study focused on identifying key themes and 
aspects relevant to pedagogy in CS education, 
regardless of whether the reviews were positive 
or negative, by abstracting from arbitrary 
quantitative measures of teaching quality or bias 
caused by reviewers’ sentiment. This approach 

has several advantages. By ignoring quantitative 
scores, the study provides a more comprehensive 
understanding of the key factors that influence 
student learning experiences. This holistic 
approach ensures that the identified themes are 

not biased towards only favorable aspects of 

teaching. Furthermore, considering both positive 
and negative reviews offers a balanced 
perspective on educators and their teaching 
practices. This approach acknowledges that even 
highly regarded professors may have areas where 
they can enhance their teaching, while professors 
with mixed reviews may still exhibit strengths in 

certain aspects of pedagogy. Finally, analyzing 
reviews across the spectrum of sentiment helps 
extract suggestions relevant to students’ 

academic success. 

 
Indeed, our study suffers from the same 
limitations as other works based on RMP. As 

discussed in previous literature, publicly available 
reviews left spontaneously by a relatively limited 
number of individuals may not be representative 
of all experiences. For instance, students who are 
highly satisfied or dissatisfied may be more likely 
to leave reviews, leading to a potential bias in the 
data. Although this could influence the identified 

categories and themes captured in the paper and 
their relative importance, we addressed this 
concern by expanding our sample to many 
reviews across professors teaching different 
courses at numerous institutions. Furthermore, 
by abstracting from sentiment, our approach 

enables leveraging negative reviews as items 
students can consider. Another limitation lies in 
the LLM’s ability to interpret subjective student 
feedback. While the model filters out 
inappropriate or biased language, there is still the 
potential for subtle biases in the data to influence 
the output. The LLM’s reliance on sentiment 

analysis to score teaching dimensions may 
inadvertently overemphasize negative reviews, 
as students who are dissatisfied are more likely 
to leave detailed feedback. 
 
It is important to clarify that the final dataset was 
indeed aggregated based on individual 

professors, but our objective was to distill general 
pedagogical themes rather than provide course-

specific guidance. While this aggregation could 
limit granularity at the course level, we believe 
that patterns in teaching style, classroom 
engagement, and assessment methods often 

transcend specific courses. Thus, while the 
system produces summaries for professors across 
all courses they teach, these summaries reflect 
common pedagogical elements relevant to 
students’ overall success. Nevertheless, we 
acknowledge this limitation and suggest future 
work could focus on extracting course-specific 

insights by refining the granularity of the data to 
individual course reviews, particularly for 
professors with a larger dataset of comments 
across various courses. 

 
Another limitation in our study is related to the 
limited contextual information about the specific 

course, student background, or learning 
conditions. As the context is rarely captured in 
reviews, the lack of information could lead to an 
oversimplification of the complex dynamics of 
teaching and learning. Therefore, our analysis 
could fail to fully understand the factors 

contributing to a student’s positive or negative 
experience. However, this problem is inherent in 
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other forms of evaluations of teaching, including 

SETs, which rarely capture contextual 
information. Nevertheless, the categories and 
themes identified in our study provide further 

studies with a taxonomy for qualitative and 
quantitative research studies on contextual 
factors, including courses, student demographics, 
and learning conditions. 
 
Despite these limitations, the study’s approach of 
focusing on key themes and aspects relevant to 

pedagogy, regardless of the sentiment of the 
reviews, provides valuable insights into the 
factors that shape student learning experiences in 
CS education. Educators can use these findings to 
reflect on their own pedagogical approaches and 
develop strategies to enhance student learning 

outcomes. Simultaneously, our approach 
provides prospective students with a more in-
depth analysis of reviews left by past students, 
offering insight into the classroom experience and 
suggesting ways to prepare for the course. While 
previous studies analyzed RMP’s reviews to 
investigate the dimensions of teaching, offering 

actionable items based on students’ reviews is an 
original contribution to our approach. 
 
Several aspects of our paper are innovative with 
respect to the state of the art. The previous use 
of RMP data has been limited to individual 
instructor evaluations without systematically 

identifying generalizable teaching themes across 
disciplines. Our approach differentiates itself by 

focusing on extracting broader pedagogical 
insights that are applicable across courses and 
instructors, aiming to provide actionable feedback 
to students on how to succeed in specific courses. 

This is in contrast to previous studies, which 
primarily assessed individual instructor 
performance based on RMP scores (Timmerman, 
2008). By utilizing Large Language Models 
(LLMs), our methodology abstracts from the 
individual biases present in RMP reviews and 
identifies recurring pedagogical themes, such as 

teaching style and classroom management, which 
can inform both students and instructors. 
 
Additionally, the literature demonstrates that 

RMP data can be biased by factors unrelated to 
teaching quality, such as professor 
attractiveness, gender, or discipline (Legg & 

Wilson, 2012). Our proposed method addresses 
these biases through a multi-step filtering 
process that removes irrelevant content, such as 
personal remarks or emotionally charged 
comments, ensuring that the focus remains on 
pedagogical aspects that contribute directly to 

educational outcomes. The LLM also abstracts 
sentiment and evaluates reviews based on 

themes of teaching effectiveness, rather than 

subjective judgments that often dominate online 
evaluations. 
 

While previous works, such as Sutoyo et al. 
(2020), have applied sentiment analysis and NLP 
frameworks like BERT to educational reviews, 
their focus was primarily on identifying 
sentiments and themes related to student 
satisfaction. Our study improves upon this by 
shifting the focus from student satisfaction to 

actionable pedagogical insights aimed at 
enhancing both teaching effectiveness and 
student success. Unlike sentiment analysis, which 
often overemphasizes emotional responses, our 
LLM-based approach seeks to provide a balanced 
and constructive analysis of teaching practices, 

offering not only a thematic breakdown but also 
concrete recommendations for both instructors 
and students. This methodological shift addresses 
the gaps left by prior studies, which often 
overlook the deeper pedagogical implications of 
student feedback. 
 

6. CONCLUSION AND FUTURE WORK 
 
In this paper, we presented a study aimed at 
providing teachers and students with actionable 
insights into classroom experiences, to offer 
suggestions for improving the quality of teaching 
and, simultaneously, helping students succeed in 

their courses. To this end, we leveraged the vast 
amount of information available on RMP, a 

popular platform where students rate their 
professors on various criteria such as helpfulness, 
easiness, and quality of lectures. Several previous 
studies focused on the analysis of aspects such as 

the validity of the data collected by the platform, 
the assessment of professors’ quality, and the 
sentiment of the reviews. On the contrary, our 
methodology introduces a novel approach to 
processing students’ comments and extracting 
meaningful content that contributes to teaching 
effectiveness and student success rather than 

focusing on elements that do not directly impact 
educational outcomes. 
 
To this end, after gathering the entire dataset of 

professor reviews, we filtered them to include 
only instructors teaching CS courses. Then, our 
analysis employed a mixed-methods approach 

based on the use of LLMs to analyze the 
qualitative reviews and the quantitative 
evaluation of the performance of the LLM. The 
primary objective of our study was to extract 
insights into teaching quality, professor-student 
interactions, and course content from user-

generated reviews. We utilized large language 
models, particularly Llama3, for natural language 
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processing tasks to handle the vast amount of 

unstructured text data. Specifically, we asked the 
LLM to create a summary that represented the 
classroom through five key dimensions, that is, 

(1) teaching style and classroom environment, 
(2) learning approach and course content, (3) 
participation and interaction, (4) workload and 
expectations, and (5) overall experience. For 
each dimension, the LLM also assigned a quality 
score on a scale from 1 to 5 to provide students 
with a numeric indicator. Finally, based on the 

instructor’s classroom experience, the LLM 
identified suggestions to help the students 
succeed. 
 
Our findings demonstrate the potential of LLMs 
and data-driven approaches to analyze a vast 

number of reviews, identify best practices, and 
offer practical guidance for improving CS 
education and student outcomes. For educators, 
our analysis highlights effective teaching 
strategies and areas for improvement. For 
students, we offer suggestions and tips to excel 
in their chosen CS courses based on the collective 

experiences shared by their peers. 
 
Based on the findings of this study, we propose 
several practical recommendations for 
implementing LLM-generated insights in 
educational practice. Educators could use LLM-
generated insights as a complementary tool to 

improve their teaching practices. The summaries 
can provide a high-level view of student feedback, 

offering a more comprehensive understanding of 
their teaching effectiveness. The ability of LLM-
based reviews to focus on recurring themes, such 
as classroom interaction and workload 

expectations, can help them make targeted 
adjustments that enhance student engagement 
and learning outcomes. As it relates to students, 
LLM-generated summaries can help students 
make more informed decisions when selecting 
courses or preparing for classes. By reviewing the 
pedagogical themes and recommendations, 

students can better understand what to expect in 
a course and how to succeed, rather than being 
influenced by the sentiment of the review, as 
reported by Boswell & Sohr-Preston (2020). For 

example, insights about workload expectations or 
participation requirements can help students plan 
their time more effectively. Finally, institutions 

could leverage LLM-generated insights to inform 
curriculum development and faculty evaluations. 
Thematic analysis of student feedback can 
identify broader trends in teaching quality, 
allowing departments to address systemic issues 
that may be hindering student success. 

Additionally, institutions could use these insights 
to develop professional development programs 

tailored to the specific needs of educators, 

enhancing teaching practices across 
departments. 
 

After validating the feasibility of our 
methodology, in our future work, we will apply 
our proposed method to data from official SET 
surveys. This would enable us to address some of 
the limitations we encountered using RMP’s 
dataset, with specific regard to the lack of 
specificity with respect to key dimensions of 

teaching excellence and student success. 
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Despite the severe shortage of affordable housing in the United States, the social issue of 

homeownership is not well-understood and under-researched. We discuss two different studies in this 
paper. The first study presents the trends identified from articles relevant to affordable housing and 
data science approaches. The articles shortlisted for the first study were selected through a systematic 
literature review. The second study examines patterns and trends in housing characteristics, ownership, 
and occupancy at the Florida county level. More specifically, this research aims to understand the home 
affordability for renters vs owners using publicly available data. This paper analyzes housing data 
gathered from the U.S. Census Bureau. Using Tableau, we created interactive maps and visualizations 

to conduct exploratory data analysis and present the findings. Our analysis revealed significant 
disparities in housing conditions, ownership, and occupancy between different regions and counties in 
Florida. We also found that demographic variables such as age and income are key factors in relevance 
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1. INTRODUCTION 
 
Housing is one of the most important factors in 
the socioeconomic development of a thriving 
society. Effective housing supply is one of the 
government’s policies to ensure effective 

affordability for people from all income levels, 
most importantly for the middle- and low-income 
levels (Adabre & Chan, 2019). Housing 
affordability refers to getting a particular 

standard of housing at a price or rent that does 
not impose an undue strain on household incomes 
in the eyes of a third party (typically the 

government) (McCrone & Stephens, 2017). 
Affordable housing as a social issue has been 
undergoing considerable changes in many 
countries for a number of years, with a steady 
reduction in the availability of housing units and 
associated support mechanisms (Czischke & van 

Bortel, 2023). 
 
A number of terms have been used to explain 
housing forms that are affordable to middle- and 
low-income earners or income-constraint 
families. Depending on the country, several of 

these phrases could refer to various housing 

tenures. Affordable housing is a commonly used 
term in the United States and can refer to both 
rental and ownership housing. Public and social 
housing terms are more strongly associated with 
rental housing in the context of Europe. 
Cooperative housing is used in some European 
countries and refers to housing where the entire 

building is owned in common by a homeowners’ 
association (Czischke & van Bortel, 2023). 
Despite the benefits of maintaining housing 
affordability and accessibility for socioeconomic 
growth, the global housing affordability dilemma 
continues to be unsolvable (Galster & Lee, 2021). 

 
In both developed and developing countries, the 

housing unaffordability crisis continues to be a 
major challenge. In both rich and developing 
countries, the housing crisis is demonstrated by a 
lack of housing facilities, which has the 
consequence of promoting the construction of 

slums (overcrowded and dilapidated urban 
residential facilities with inadequate 
infrastructure) (Golubchikov & Badyina, 2012). 
Affordable housing has become a key issue 
impacting the lives of many residents, particularly 

the population living in households that spend 
40% or more of their disposable income on 
housing (Haffner & Hulse, 2021). Apart from the 
housing shortages, several of the existing 
affordable housing facilities are insufficient. If left 
unchecked, the housing scarcity and its inevitable 

outcome could get considerably worse, given that 
the world’s population is expected to expand from 
3.6 billion to 6.3 billion by 2050 (Golubchikov & 
Badyina, 2012). In response to the global housing 

problem, international organizations such as the 
World Bank and the United Nations (UN) have 
begun to develop policies to ensure enough 

housing.  As a result, in addition to assuring 
housing affordability, achieving social and 
environmental sustainability goals for 
comprehensive sustainable development 
continues to be a hot topic in both developed and 
developing countries. The studies on affordable 

housing can broaden the knowledge base on 
which policymakers can base their decisions. 
More crucially, systematic and data-driven 
approaches to understanding affordable housing 
issues enhance the effect of existing knowledge 
on policy formation. 

 

Research on affordable housing has mainly 
focused on descriptive explanations and policy 
causality analysis (Czischke & van Bortel, 2023). 
However, limited attention has been paid to 
understanding how affordable housing varies for 
population groups. To shed light on this gap, we 
conduct exploratory data analysis. As an 

exploratory data analysis would be effective when 
focusing on specific regions and for reasons for 
future work of the research team, we focus our 
research on Florida. Thus, this research paper 
aims to analyze the affordable housing situation 
in various counties in Florida using data from the 

U.S. Census Bureau datasets. The paper provides 
a detailed analysis of owner and renter-occupied 

housing units and the count of rooms in each unit 
for each Florida county. The population and 
demographic data of each county were also taken 
into consideration.  
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2. LITERATURE REVIEW OF DATA SCIENCE 

APPROACHES INVESTIGATING 
AFFORDABLE HOUSING 

 

There has been a limited systematic review of the 
literature concerning data science and data 
analytics approaches to investigate the affordable 
housing context. Before we conducted our 
exploratory data analysis, we wanted to identify 
other literature that has created data 
visualizations and mapping of affordable housing 

trends. 
 
Several systematic literature reviews on 
affordable housing have been conducted. Adabre 
and Chan (2019) conducted a review of 34 
articles to determine the critical success criteria 

to attain sustainability in affordable housing. 
McCabe et al. (McCabe, Pojani, & van Groenou, 
2018) focused their review on 67 studies in 
relevance to identifying the success factors, 
barriers, and motivations for the application of 
energy technologies in social housing. Anderson 
et al. (2003) reviewed 23 articles and reports that 

studied affordable housing and the reduction of 
segregation of low-income families. Although 
these reviews contribute greatly to the literature 
on affordable housing and other sustainability 
goals, they were not focused on articles that 
utilize data science approaches to address the 
affordable housing issue. Thus, we decided to 

conduct a systematic literature review to identify 
articles that investigate affordable housing issues 

using data science approaches. We aimed to gain 
knowledge on data science tools, methods, 
models, and techniques employed by researchers 
to study the affordable housing context. Thus, we 

learn from and make meaningful contributions to 
important social issues. 
 
Systematic Literature Review: Data 
Collection 
Google Scholar was chosen as the key scientific 
database for data collection. Keywords including 

“affordable housing” and “low income housing” 
were used in combination with “data analytics”, 
“machine learning”, and “data science” were used 
to ensure thorough data retrieval. 

 
Publish or Perish software (Harzing, 2007) was 
used to get the details such as title, score, Article 

URL, abstract, cites per year, cites per author, 
author count, volume, issue, ECC, DOI, ISSN, 
Citation URL, Volume, Issue, Start page, End 
page, Cites per author, age, and Related URL. 
 
Some limitation criteria were put in place to 

ensure the retrieval of adequate and manageable 
articles. The ‘document type’ was only limited to 

journal articles because they form the broadest 

and collective knowledge base in any given 
academic field, given that we are seeking articles 
published by any researchers not just information 

systems researchers.   
 
The search results were also refined to include 
articles published in the English language in the 
seven years ranging from 2015 to 2022, 
inclusive. We utilize the PRISMA flow diagram to 
depict the summarized view of the data collection 

and review article selection process. Figure 1 
shows the PRISMA flow diagram. Aggregation of 
search results for different keyword combinations 
resulted in 911 articles. 
 
 

 
 
Figure 4 The PRISMA Flow Diagram of 
Search Result Screening 

After the aggregation of search results, the 
duplicates based on the Title, Author, Abstract, 
and Article URL were removed, which resulted in 
888 articles for further consideration. We then 
applied inclusion and exclusion criteria to filter the 
search result set further. The criteria we applied 

are ‘If the article is English,’ ‘The article abstract 

is relevant to affordable housing,’ ‘Article is 
accessible through the university library,’ and 
‘Article is related to US affordable housing.’  After 
excluding articles that did not meet the criteria, 
we had 79 articles. We then excluded articles that 
were not peer-reviewed and not focused on the 

United States. We further assessed the remainder 
of the article by reading the title and abstract to 
ensure they investigated affordable housing 
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context using data science or data analytics 

approaches. After applying all of the exclusion 
criteria, the resulting articles are 20. 
 

Systematic Literature Review: Data 
Collection 
From the resulting 20 articles, we extracted the 
following details: data sources, tools used, 
analytical techniques applied, and research focus. 
After extracting relevant information, we created 
a categorical grouping of the information and 

calculated the frequency of the categories. Figure 
2 depicts the frequency chart for data sources. 
Articles used multiple data sources in their 
research investigations. Federal and local 
government data sources were predominantly 
used by affordable housing researchers. In the 

figure 2, we show a breakdown of the sources for 
federal and local sources. It can be noted that 
Census, tax records, and Housing and Urban 
Development (HUD) data sources are key data 
sources for affordable housing investigations. 
 

 
 
Figure 2 Data Sources 

Figure 3 shows the frequency for data science 
tools specified in the articles. 50% of the 
researchers did not specify tools they utilized in 
their investigations. Authors, reviewers, and 

editors would have to ensure that tools used to 
perform analysis and solutions development are 
explicitly stated in the published articles; as these 
information are critical for replicability of the 
research. Of those specified, mapping tools which 

included GIS and other spatial tools, are mostly 
used by researchers. 

 
Figure 4 provides counts of various data analytical 
approaches utilized in the identified articles. 
Some researchers did employ multiple techniques 
in their investigations. Our findings indicated that 
affordable housing researchers predominantly 
use regression analysis. Less usage of 

classification and clustering techniques indicates 
that researchers are using more statistical 

analysis over machine learning techniques. 

 
 

 
Figure 3 Data Science Tools 

 
Figure 4 Data Analysis Techniques 

With regard to key focus areas of the research, 
there were 12 articles where affordable housing 
was the primary focus, while for the remaining 
eight articles, affordable housing was the 

secondary focus area. In regards to data sizes, 11 
articles did not specify the size of data used in 
their research, while five articles used big data 
and four used small datasets. Predominant of the 
articles (14 out of 20) did not partner with a 
community partner to study the affordable 
housing issue. The prevalent geographic focus for 

affordable housing research has been the city as 

the unit level of analysis, as shown in Figure 5. 
Despite the review of existing affordable housing 
literature conducted using Google Scholar and 
multiple relevant keywords, only a small portion 
of the result sets had articles that focused on 

affordable housing using data science 
approaches. Findings from extracted information 
reveal that there is minimal commonality among 
the published research articles. This implies that 
greater investment in affordable housing research 
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has a higher chance of making meaningful 

impacts for those affected by affordable housing 
issues. 
 

 
 
Figure 5 Geographic Focus 

From the systematic literature, we noted there 
are limited studies focused on county as the unit 
level of analysis and none specifically focused on 
Florida. Thus, we are conducting an exploratory 
data analysis on affordable housing issues in 
Florida at the county level using publicly available 

datasets. 
 

3. EXPLORATORY ANALYSIS OF 
AFFORDABLE HOUSING IN FLORIDA: DATA 
 
Exploratory Data Analysis (EDA) is a crucial initial 
step in a data science study conducted by 

visualizing data to understand its characteristics, 
detect patterns & trends, and identify meaningful 

relationships. We use datasets from the Housing 
and Urban Development (HUD) and Census 
Bureau for the exploratory analysis.  
 
As the literature has indicated, the housing cost 

burden and the ratio of owner-occupied to renter-
occupied household units are closely associated 
with affordable housing issues. Thus, in this 
research, we aim to explore home affordability for 
renters vs. occupied household unit 
characteristics using publicly available data. 

 
Datasets 
In this section, we describe CHAS 
(Comprehensive Housing Affordability Strategy) 

and Census Bureau data profiles used in this 
research study. 
 

 
 
Comprehensive Housing Affordability 
Strategy (CHAS) 
The U.S. Department of Housing and Urban 
Development (HUD) obtains custom Census data 
from the Census Bureau that are not available 

through standard data releases. Using these data, 

HUD produces the CHAS (Comprehensive 

Housing Affordability Strategy) dataset to reveal 
the extent of housing problems and needs for 
low-income households (HUD, 2023). The 

dataset, along with household counts, contains 
HUD Area Median Family Income (HAMFI), which 
is a median family income calculated by HUD to 
determine Fair Market Rents and income limits for 
affordable housing programs. Thus, CHAS data 
can be used to estimate the number of 
households that have affordable housing 

problems and have incomes low enough to qualify 
for HUD housing programs. 
 
Census Bureau 
As CHAS data was calculated based on the 2016 
- 2020 American Community Survey (ACS) 5-

year estimation data, we obtained relevant 2016 
- 2020 ACS 5-Year Data Census Profiles for this 
research. We gathered Census data that are 
relevant to demographics, occupancy 
characteristics, housing units, and financial 
characteristics.  We have listed the Census data 
profiles used for this research in Table 1. 

 

Data Profile Description 

S2501: Occupancy 
Characteristics 

Provides renters and 
owners occupied 

housing units based on 
household size, 
occupants per room, 
and age of householder 

S2502: 

Demographic 

Characteristics for 
Occupied Housing 
Units 

Provides renters and 

owners occupied 

housing units based on 
race, ethnicity, age, and 
education attainment of 
householder 

S2503: Financial 

Characteristics 

Provides renters and 

owners occupied 
housing units based on 
household income and 
monthly housing costs 

S2504: Physical 
Housing 

Characteristics for 
Occupied Housing 
Units 

Provides renters and 
owners occupied 

housing units based on 
housing unit structures 

 
Table 1: Census Data Profiles used in the 
research study 

 
4. VISUAL ANALYSIS OF AFFORDABLE 

HOUSING IN FLORIDA 
 

Data described in the above section was 
downloaded for Florida counties. Downloaded 
data columns were merged based on the Florida 
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counties. In this section, we present mapping-

based visuals for various data points gathered. 
 

Population Distribution of Florida 
We first created the population distribution of 
Florida as a baseline visual. Maimi-Dade is the 

most populous county, followed by Broward and 
Palm Beach counties. All three top populous 
counties in Florida are in the southeast region of 
Florida, stacked one over the other. The next 
three populous counties are Hillsborough, 
Orange, and Duval, which happen to be other 

metropolitan areas in Florida apart from Miami. 
The bottom five least populous counties are 
Liberty (being the least), Lafayette, Glades, 
Franklin, and Calhoun. The least populous 
counties are rural counties, which are mostly in 

the northwest and southwest regions of Florida. 
Figure 6 provides a shading map of population 

distribution for Florida counties.  

 
Figure 6 Florida County Population 

Age Group Under 35 
As the cost of home ownership and overall cost of 

living is increasing, younger population age group 
individuals would face several challenges to find 
affordable housing. Thus, we created a visual of 
the renter population for the age group under 35. 
We calculated a ratio of renters under 35 years 
old and the sum of renters of all age groups for 
each county. Figure 7 depicts the top 10 counties 

that have the highest renters ratio. Interestingly, 
we noted that Washington County has the highest 
ratio. Washington County is in the northwest 
region, and it is a rural county. The highest ratio 
is due to a high number of the younger population 
but less number of homeowners, leading to the 
majority of the younger population renting. 
 

In a similar vein, we calculated the ratio of owners 
under 35 and the sum of owners for all age 

groups. Figure 8 shows the top 10 counties that 

have the highest owners ratio. We note that 
Collier County, where Naples is located, is the 
highest, followed by Duval, where Jacksonville is 

located, then Hillsborough, where Tampa is 
located, and then Orange County, where Orlando 
is located.  Thus, it seems younger populations 
tend to become homeowners in metropolitan 
cities like Jacksonville, Tampa, and Orlando more 
than high the populous Miami metropolitan area. 

 
Figure 7 Top 10 Counties with Highest 
Renter Ratio for Age Group under 35 

 
Figure 8 Top 10 Counties with Highest Ratio 
of Owners for Age Group under 35 

Renters vs. Owners Home Built Year 
Next, we created visuals based on the year the 
home was built.  We focus on newly built home as 
it adds to the supply of available homes and 
would be preferred to live in due to lesser 
maintenance costs. We created a ratio of renters 
living in homes built in 2019 and after and all 
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renter homes, and similarly, we created a ratio of 

owners living in homes built in 2019 and after and 
all owner homes. Figures 9 and 10 show shading 
maps for Florida counties for the ratio of renters 

and owners, respectively, for homes built years 
after 2019. Regards to newly built homes with the 
highest renters ratio, Okaloosa, Leon, and 
Bradford counties in north Florida, along with 
Charlotte and Hernando counties, were in the top 
5. All of the top 5 counties were rural counties. 
Regarding newly built homes with the highest 

owners ratio, Palm Beach County, which is north 
of Miami, has a large number of condos. Followed 
by Wakulla County, which is a rural county that 
has been seeing a growing population and growth 
of newly built homes. 
 

 
Figure 9 Renters Home Built in 2019 and 
after 

Income Constrained Household 
Median household income for Florida as Census 
ACS has been around 55K for the past few years, 
including 2020 (FLHealthCharts, 2024). Thus, we 
focus our attention on household income in the 
range of 25K to 50K. Exploratory analysis of the 

number of renters with incomes in the lower 
income buckets may indicate a need for 
affordable housing programs or rent control 
policies. We created a calculated field of ratio of 
owners with household income 25K to 50K and 

renters with household income 25K to 50K. From 
Figure 11, the majority of Florida counties are in 

light teal, indicating that the majority of income-
constrained families are renting. Calhoun and 
Pinellas counties are the top two counties that 
have higher rates of those who are income-
constrained who are homeowners. In contrast, in 
other counties majority of income-constrained 

households are renters 

 
Figure 10 Owners Home Built in 2019 and 
after 

. 

 

 
 
Figure 11 Ratio of Owners and Renters with 
Household Income 25 to 50K 

Middle-Income Households 
The closest ACS income grouping that can be 
considered as middle income, as per Pew 
Research Center (Kochhar, 2024), is households 

with income in the range of 50K to 100K. 
Exploratory analysis on the middle-income 
bracket can provide insights into the economic 

status of homeowners. Thus, we created a ratio 
of renters by owners with household income of 
50K to 100K. We used owner household income 
as the denominator for this calculation as we 
anticipate more homeowners than renters at the 
county level for this income group. From Figure 
12, it can be noted that Okeechobee and Hamilton 
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counties have the highest rate of renter over to 

owners, followed by Dixie and Franklin counties. 
These top counties have larger rural areas while 
they have less number of households compared 

to metro areas, they have a higher relative 
percentage of renters compared to owners. 
 

 
 
Figure 12 Ratio of Renters and Owners with 
Household Income 50 to 100K 

Renter vs. Owner Vacant Homes and Severe 
Housing Problems 

The higher amount of vacant rental homes and 
rental properties with severe housing problems 

can exacerbate the affordable housing issues 
(Alvarez & Steffen, 2021). In the areas where 
these problems are higher, rental assistance 
programs in the form of vouchers could help in 

reducing worst-case scenarios of affordable 
housing issues. Rental assistance programs 
reduce the rent burden to fall within the program 
limits, and landlords participating in these 
programs are crucial for addressing affordable 
housing issues. We gain insights and visualize 
these factors; we created a scatter plot of 

substandard rental housing that is vacant against 
rental houses that have severe plumbing or 
kitchen facilities problems and cost burden of 
50% of income. We create a similar scatter plot 
for owner based housing. The scatter plots for 

renters and owner data can be seen in figures 13 
and 14.  

 
In Figure 13, we can note that counties that have 
larger populations and metropolitan cities can be 
separated from other counties that are grouped 
in the lower quadrant. Among the larger counties, 
we can note the problems of vacant rental homes 

that may have severe problems are quite higher 
rate in comparison to other counties. A similar 

trend can be noted for owners data in Figure 14, 

with the exception of Lee and Polk counties, which 
are in the southeast and central regions of 
Florida. 

 

 
Figure 13 Scatter Plot of Substandard 

Vacant Rental Homes vs. Rental Homes with 

Severe Housing Problems 

 

 
Figure 14 Scatter Plot of Substandard 

Vacant Owner Homes vs. Owner Living 
Homes with Severe Housing Problems 

5. CONCLUSION 
 

In this paper, we combine and present two 
related studies wherein the first study's findings 
encouraged us to proceed with the second study. 
The first study was a bibliographic review of 
existing affordable housing literature that 
investigated the issue using data science 

methods. We used Google Scholar as a search 
source. Despite research describing affordable 
housing increasing in the seven-year search 
period (2015-2022), articles identified matching 
our investigation criteria represent a small portion 

of research published in affordable housing 
journals. Attempted keyword analysis and 

comparison of data science-relevant items did not 
produce any major commonality. The lack of 
accumulation of coherent literature and scientific 
findings implies greater investment in data-driven 
affordable housing research is much warranted. 
Data science focused research studies could bring 
up meaningful interventions to effectively and 

efficiently address the societal challenge of 
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affordable housing. 

 
It is important to note that this study has 
limitations in the interpretation of the findings of 

the research. All analyses on affordable housing 
literature were created mainly from journal 
articles. Future studies could consider including 
papers from reports, books, and conferences. The 
number of bibliometric records retrieved is limited 
due to the choice of keywords. Therefore, the 
keywords used for casting the wide net may not 

have produced complete coverage of all available 
relevant literature. 
 
Based on the findings of the first study, we 
decided to engage in exploratory data analysis at 
the Florida county level to gain a higher-order 

level of understanding of the affordable housing 
issue. During a conversation with one of the 
nonprofit stakeholders working on the affordable 
housing issue, they mentioned the disparity 
between individuals who are homeowners and 
renters while both groups might face affordable 
housing issues. The stakeholders informed this as 

an anecdotal fact, and they have not seen anyone 
investigate and compare data about those living 
in affordable housing conditions against those 
who own a home and are facing affordable 
housing issues. 
 
We gathered data from the ACS Census and CHAS 

data sources for the exploratory study. From the 
analysis, it is clear that the majority of the 

housing units in Florida are owner-occupied. 
However, there are significant variations in the 
ratio of owner-occupied to renter-occupied units 
in different counties. Some counties have a much 

higher proportion of renter-occupied units than 
others. We created several Tableau visualizations 
of the issue and presented key visuals that shed 
light on the renters vs. owners scenarios. Visuals 
indicate very few Florida counties have 
homeowners for low-income population groups, 
while rural counties have more renters than 

homeowners for middle-income population 
groups. We hope the visualization of the 
distribution of housing units and the income of 
renters and owners helps researchers and 

policymakers create more equitable and 
sustainable housing policies that benefit everyone 
in a given community. 

 
This study has several limitations that should be 
considered when interpreting the findings. First, 
the data used in this study were collected in 2019 
and, therefore, did not reflect the impact of recent 
events, such as the COVID-19 pandemic, on 

housing patterns and trends. Second, the data 
used in this study are self-reported and may be 

subject to reporting bias. Third, the sample size 

for some counties may need to be bigger to draw 
statistically significant conclusions. Finally, the 
study is limited to the United States and cannot 

be generalized to other countries or regions. 
 
There are several avenues for future research in 
this area. One potential area for future research 
is to examine the impact of housing policy on the 
patterns and trends observed in this study. 
Another potential area for future research is to 

investigate the role of urban planning and design 
in shaping housing conditions, ownership, and 
occupancy.  
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Training a large language model to code qualitative research 

data: Results from discussions of ethical issues 
 

David Simmonds and Russel P. Haines 
 

 
1. INTRODUCTION 

 
In qualitative research, coding data is an 
important part of the data analysis process 
(Sarker et al., 2013). Classifying answers to open 
ended questions is inherently challenging and 

humans make mistakes and have disagreements 
about which label to be applied to a given 
comment (Faraj et al., 2015). Whenever coding 
of text is involved, raters are expected to operate 

reliably, meaning they code similar responses in 
a similar way, every time. The Kappa statistic 
measures Inter-rater reliability and is used to 

determine whether there is an acceptable level of 
match between coders (Haines et al., 2014). An 
acceptable level of Kappa is considered 
substantial at .61 according to McHugh (2012).  
 
In this paper, we examine the research question: 

Can a large language model be trained to code 
qualitative data in a reliable way? We use the data 
from Haines et al. (2014) as a training and 
evaluation set. In that study, they coded 
comments in discussions about whether actions 
were ethical or not. Here, the focus is turned to 

the use of a Large Language model (LLM) for 

comment coding to determine whether a LLM 
could provide a comparable reliability to human 
coders. 
 
In the following, we report both the methods and 
the results of our LLM training with the idea that 
other researchers can use the same or similar 

techniques. Ultimately, our model was able to 
achieve 87.9% agreement with the human coder, 
which is quite good considering that the model 
could not be expected to perform better than the 
consensus between human beings, which in 
Haines et al. was 89% with a Kappa of .71. 

 
TRANSFORMERS & the BERT Model 

In the seminal paper “Attention is all you need” 
(Vaswani et al., 2017), Google introduced the 
Transformer architecture which has 
revolutionized Natural Language Processing. In 
2018, Open AI took the transformer model and 

split it in half to focus on text generation.  This 
only required the decoder-the second half of the 
transformer. These foundation models have been 
pretrained for weeks on thousands of graphical 
processing units (GPUs) to understand human 

language and general knowledge along with some 
domain knowledge.  They have gone on to be 
embedded in Google Colab for code prediction 
and Co-pilot in Microsoft Office products. Before 
transformer models, the AI landscape was 
dominated by models like the TF-IDF bag of 

words model for classifying text, or basic neural 
networks such as RNNs for text generation.  
 
The transformer is made up of an encoder and 

decoder model. The encoder model makes 
statistical sense and creates a representation of 
the patterns and relationships between words and 

concepts inside the text fed to it. The decoder is 
then able to generate text from that 
representation. The big improvement introduced 
by the transformer model is the ability of the 
model to remember the relationships between 
words far away from each other and create more 

new relationships. Limited only by the size of the 
input text, transformers can make a map of the 
strength of the connection between every single 
word and every other word in the input. This 
makes them extremely memory hungry, but at 
the same time, they never forget the 

relationships. Additionally, transformers are fed 

word embeddings, which are multi-dimensional 
vectors of size, 512, 768, 1024 or more. Each 
position in the vector captures some aspect of the 
meaning of a word, such that words which mean 
similar things like dog and puppy have very 
similar embeddings. Additionally, the difference 
between words is captured, such that the vectors 

representing Washington D.C. and USA will have 
a mathematically similar difference to the vectors 
representing Berlin and Germany. 
 
For this study, we use Google’s BERT transformer 
model (Devlin et al., 2019). The core of the 

transformer model is the attention mechanism. 
There are 3 main types of attention mechanisms: 

self-attention, multi-head attention and scaled-
dot-product attention. Figure 1 shows a diagram 
which illustrates the attention mechanism and 
reflects the history and original purpose of 
transformer models which was language 

translation. In the diagram, we can see English 
words with their French equivalent. French and 
other languages cannot be translated one word at 
a time, because equivalent words are placed at 
different relative positions in the sentence. The 
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attention mechanism allows transformers to 

create a mapping (weights) which indicate the 
word in the translated language that the 
translator should pay attention to when 

translating words from the original language.  

 
Figure 5: Attention mechanism showing 

mapping of French and English sentences 

An attention function can be described as 
mapping a query and a set of key-value pairs to 
an output, where the query, keys, values, and 
output are all vectors. The output is computed as 

a weighted sum of the values, where the weight 
assigned to each value is computed by a 

compatibility function of the query with the 
corresponding key (Devlin et al., 2019). The 
attention mechanism used in the BERT model is 
called "Scaled Dot-Product Attention" (see Figure 

2). The input consists of queries (Q) and keys of 
dimension (K), and values of dimension (V), and 
the dot products of the three are computed.  
 
In the case of comment classification, attention 
similarly tells the classifier which words or 
phrases to pay attention to in order to predict the 

correct label for the comment. An example 
comment in our dataset is “just because it's 
misleading doesn't mean its unethical”. Before 
transformers, using techniques like bag-of-words 
and TF-IDF models, the classifier would see the 

word “misleading” and interpret it as “unethical”. 
However, the BERT model has been trained on 

English language and generally knows that any 
phrase between “just because” and “doesn’t 
mean” implies that the words in between these 
two phrases do not determine the overall intent 
of the sentence. And in fact, the speaker usually 
means the opposite of the words which come 

after “doesn’t mean” – in this case “it’s unethical”. 
So, a transformer-based classifier knows to pay 
less attention to the fact that the action is 

misleading because of its model weights; thus, 

the overall meaning taken from the sentence is 
the opposite of the next words “it is unethical”. 
These associations (model weights) are then 

reinforced in the model’s fine-tuning on the 
training dataset since the target label provided in 
the training dataset indicates that the student 
was giving support for the action being ethical. 
 

 
Figure 2: Scaled dot-product attention 
mechanism reproduced from Vaswani et al. 

(2017) 

2. METHODOLOGY 
 

DATASET 

The Haines et al. (2014) dataset was collected 
during an experimental study of ethical decision 
making. A total of 219 participants in 42 groups 
of either five or six members met virtually in chat 
rooms for three or four minutes to discuss the 
ethics of five different marketing scenarios. Their 
final dataset consists of 5,955 “thoughts,” which 

are the comments made by participating students 
during the online discussions. All of the comments 
made during the discussions were human coded 
via a standardized coding sheet according to their 
contents. Here, we give the codes and their titles, 
but readers are encouraged to consult the original 

article if they wish a more extensive explanation 
of the codes and their definitions. The codes are: 
supportive remark (SR) stating that the behavior 

was ethical, a supportive argument (SA) giving 
reasons why the behavior was ethical, critical 
remark (CR) stating that the behavior was 
unethical, critical argument (CR) giving reasons 

why the behavior was unethical, compromise or 
accept part of others opinions (CP), neural 
remark or neural response to other's opinion 
(NR), agreement on others' opinions (AO), 
disagreement on other's opinion (DO), query for 
clarification or explanation (QC), query for 
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solution (QS), answer to questions (AN), 

comments on related topic but off track (OT), 
summary of consensus (SU), uncoded text (UC), 
humorous comments (HU), off topic comments 

(OF). Although Haines et al. (2014) reports two 
coders, only one of which coded all of the 
comments, the dataset we obtained has three 
coders, two of which coded all of the comments. 
 
The standard for AI model accuracy is Bayes Error 
Rate because AI cannot be expected to perform 

better than a group of human experts who agree. 
Therefore, comments with mismatched coding 
were not considered useful. In the original 
dataset, a few of the comments span over 
multiple lines of text, meaning that the student 
broke up a sentence into parts as they 

participated in the chat. This meant that some of 
the comments were unlabeled. Comments 
without a label are also not useful, since there is 
no ground truth label for the model to be 
evaluated on. Overall, from our training set, we 
excluded labels which were empty, uncoded or 
mismatched between human coders. We dropped 

those records, leaving 1820 records which had 
agreement between all 3 coders. 70% of the data 
(1274 records) were used for the model training, 
while 30% of the data was used as hold out 
validation/test sets (273 or 15% each). During 
hyper-parameter tuning, the validation set was 
used to determine accuracy of the model after 

each epoch. This was used for finetuning instead 
of the model loss since loss does not have a 

proportional or direct relationship with accuracy. 
The test set was used to test the final model’s 
accuracy and also generate the predictions.  
 

The code used to denote human coding consisted 
of the following. The codes themselves had an 
imbalanced representation of records in the 
dataset as shown in Table 1. The training set has 
312 critical arguments but only 2 that were coded 
QE, QR, or QP. The coding sheet does not contain 
either of the last three labels, but looking at the 

comments themselves, they seem to be miscoded 
queries that should have been coded either QC or 
QS. The code used for the label dictionary is as 
follows: 

 
 
 

label_dict:  {'SR': 0, 'SA': 1, 'CR': 2, 'OT': 3, 
'QP': 4, 'CA': 5, 'CP': 6, 'AN': 7, 'QE': 8, 'OF': 
9, 'COM': 10, 'QS': 11, 'QR': 12, 'QC': 13, 
'NR': 14, 'HU': 15, 'SU': 16, 'AO': 17, 'DO': 
18} 
 

Rebalancing the dataset improved the accuracy. 
This came at the cost of stability of the results, 

since selecting a different training set and test set 

tended to change the validation accuracy 
slightly, since prediction of the codes with much 
less records tended to depend on which of the  

actual messages were included in the training set. 
But on average, accuracy increased by about  3% 
after the rebalancing. 
 

Label Number of Records 
CA 312 

EY 259 

SA 239 

AO 235 

CR 209 

OF 188 

UC 89 

NR 80 

SR 79 

CP 76 

QC 39 

HU 34 

DO 30 

QS 30 

COM 29 

OT 19 

SU 15 

AN 10 

QE 5 

QR 2 

QP 2 

Table 2: Number of records per comment 
label 
 
The training data was rebalanced by 
oversampling to become a dataset of 2,000 
records with at least 50 records for each label, so 

the model could get adequate exposure and 
training to each label. Validation and test sets are 
not oversampled since they can produce 
unrealistically high accuracy figures, due to 
overfitting of the model on the smaller labels 
which have high consistency due to their 
repetition.  

 
Columns 

The columns used for training included Comment, 
label, Sequence-# and Scenario-# which was 
replaced with scenario description. The sequence 
number was used to reset the sliding window of 
comments, so that when the sequence # changed 

to 1, all past comments were erased so that the 
model would consider only comments related to 
the particular conversation thread.  
 
Model Training 
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BERT is a foundation model which can be trained 

on 2 objectives. The first is next-sentence-
prediction. In order to finetune BERT for this 
objective, it is trained on a dataset which has 2 

sentences and a label indicating whether the 2nd 
sentence follows from the first, or not. The second 
objective is masked word prediction. BERT can be 
trained to discover which word is missing 
(masked) in a sentence in a manner similar to fill 
in the blank questions given to students on an 
exam. This makes it suitable for classification of 

sentences since the comments in this study are 
responses to the previous comments  
 
Instruction Finetuning  
In consumer-facing large language models (e.g., 
ChatGPT), one can make use of prompt 

engineering to finetune the results where the 
model is given a role, objective, output format 
and reasoning process in order to provide a 
more suitable prompt completion. Instruction 
finetuning an LLM is similar to prompt 
engineering, but it is done on the training side 
and therefore is a more customized form of 

finetuning which allows a pretrained model to be 
customized to a particular task, making the 
model highly adept at answering questions in 
the form context expected from users. It learns 
to think the way a specialist in a profession 
would think. For example, two students who 
graduate with a degree in software engineering 

will have the same knowledge, but if they work 
as a software developer, trainer, technical 

writer, or systems analyst their working context 
will rewire their thoughts to be even more 
effective at their particular job. Instruction 
finetuning, combined with Chain-of-Thought 

reasoning allows models to adapt the knowledge 
they are given while being trained, showing the 
way they should use the data to produce the 
desired output.  
Using Chain-of-Thought thought reasoning to 
means training the model in the way it should 
think, which can improve its performance 

significantly. In the case of classification, By by 
including a prompt which tells the model what a 
the human-being is thinking while labeling the 
text, allows the model to perform better. (This is 

also a form of prompt-engineering). In our case, 
we included instructions indicating that each 
comment was a response to one of the 5 ethical 

scenarios, as well as the previous comments. 
This allowed for great improvements in the 
model performance. Instruction finetuning, 
combined with chain-of-thought reasoning 
allows models to adapt the knowledge they are 
given while being trained, with the way they 

should use the data to produce the desired 

output. This allows for great improvements in 

the model performance. 
 
Prompt templates are below: 

if Use_Scenario: 

   pt_classify_Sentence1 = """### 

{Scenario_pretext} \n ### {Scenario} \n\n 

                           ### 

{Past_Messages_pretext} \n ### 

{Past_Messages}""" 

else: 

   pt_classify_Sentence1 = """### 

{Past_Messages_pretext} \n ### 

{Past_Messages}""" 

 

pt_classify_Sentence2 = """### 

{Current_Message_pretext} \n ### 

{Current_Message} \n ### {LLM_Task}""" 

 

Scenario_pretext = "Below is a scenario given to 

students. They were asked to comment on 

whether the scenario was ethical or not" 

Past_Messages_pretext = f"Below are 

{Number_Past_Comments} comments which 

critiqued the scenario in terms of whether or not 

the scenario was ethical." 

Current_Message_pretext = "Below is the latest 

comment responding to the previous  scenario." 

LLM_Task = "Based on the way addressed the 

scenario and previous comments, create a label 

for the latest comment." 
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An example of a hydrated prompt (filled in with 

data) is shown below in the table below. 
 

SENTENCE-
1 
 

Scenario-

Preamble 

### Below is a 
scenario given to 
students. They were 
asked to comment 
on whether the 
scenario was ethical 
or not.  
 

 Scenario 

 

### On the day 
welfare checks are 
received in the 
ghetto area of a 
city, a retailer 
increases prices on 
all their 
merchandise for 
only the store 
serving that area of 
the city.  

SENTENCE-
2 
 

Past-

Comments-

Preamble 

### Below are 2 
comments which 
critiqued the 
scenario in terms of 
whether or not the 
scenario was 

ethical.  

 Past-

Comments 

### Comment-1: 
this one is just 
mean. 
Comment-2: legal, 
but unethical. 

  ### Below is the 
latest comment 
responding to the 
previous  scenario.  

 Current-

Comment 

### smart 
business, but 
unethical  

 Instruction-
to-LLM 

### Based on the 
way addressed the 

scenario and 
previous comments, 
create a label for 
the latest comment. 

LABEL (Label from 
coder) 

1.0 

 
 
Tokenization 
Large Language models cannot process text. 

They ingest numbers which represent each word 
(token) in the text fed to it. Hence tokenization is 
a necessary first step to process text. The dataset 
was tokenized using the BERT base uncased 
tokenizer to create model readable tokens. Both 
model and tokenizer are hosted on Hugging face 
(www.huggingface.com) and the correct 

tokenizer is automatically loaded when the 
checkpoint for the model is used.  
 

Each word or sub-word which can be understood 

by the model, is part of the tokenizer’s 
vocabulary. Each of these words is represented 
by a number, from 0 to the vocabulary size (-1). 

First each sentence is split into words separated 
by spaces. Sentence1 and Sentence 1 are 
represented by tokens, numbers which represent 
each word in the model. When the model predicts 
a next token, it uses a feedforward output layer 
with an output head the size of the number of 
possible predictions. In a text generation LLM, 

that would be the size of the vocabulary, in the 
order of 10s of thousands of predictions. 
 
Padding is added to make all the input tokens the 
same length, since the model can only ingest 
rectangular batches--having the same number of 

tokens. Truncation is allowed in order to ensure 
that sentences that are too long for the 512 token 
limit are reduced to fit. Sentences are then 
batched which speeds up training since the GPUs 
can parallelize the calculations.  
 
Token types are either 0 or 1. 0 indicates that the 

tokens belong to the first sentence while 1 
indicates that the tokens are taken from the 
second sentence. 
 
Label: is the numeric representation of the code 
given to the current comment. In this case, since 
we are only predicting 22 labels, the feedforward 

layer only has 22 outputs. The tokenizer can only 
use numbers as labels, so the program creates a 

dynamic dictionary of codes present in the 
training dataset. This dictionary automatically 
changes when different codes are left out of the 
training set. In order to test the model and create 

predictions which are human-readable, the 
dictionary is used to translate the codes back to 
the original labels. 
 
Input_ids: are the actual tokens representing 
each word, as described above.  
 

Token-type-ids: allow the model to distinguish 
between the two sentences fed to it. Every token 
belonging to the first sentence is assigned a 1. 
Tokens in the second sentence are assigned a 0.  

 
Attention Mask: indicates which tokens are 
actual words and which are zeroes added for 

padding. The model knows to ignore the words 
used only for padding.   
 
After Tokenization, renaming the label column as 
‘labels’ and removing the columns which will not 
be used for training, the dataset looks like this: 

 
{'labels': tensor(5), 
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 'input_ids': tensor([   

 101,  1001,  1001,  1001,  2917,  200

3,  1037, 11967,  2445,  2000, 

 2493,  1012,  2027,  2020,  2356,  20

00,  7615,  2006,  3251,  1996, 

  11967,  2001, 12962,  2030,  2025,  

1001,  1001,  1001,  1996, 12698, 

  2005,  1037,  2275,  1997, 10899,  2

881,  2000,  5574,  2000,  1021, 

  1011,  2000,  2340,  1011,  2095,  1

011, 19457,  2024,  3491,  2076, 

   13941,  1998,  2060,  2336,  1005,  

1055,  3454,  1012,  2122, 12698, 

  3444,  1037,  2440,  1011,  4094,  6

579,  2686,  2103,  2007,  2929, 

  1998,  3311,  1997,  5200,  2521,  3

458,  2008,  2029,  6526,  1999, 

  1996, 10899,  1012,  1001,  1001,  1

001,  2917,  2024,  1016,  7928, 

  2029, 16218,  2094,  1996, 11967,  1

999,  3408,  1997,  3251,  2030, 

  2025,  1996, 11967,  2001, 12962,  1

012,  1001,  1001,  1001,  7615, 

  1011,  1015,  1024,  1045,  5993,  1

012,  7615,  1011,  1016,  1024, 

  1045,  2228,  2023,  6433,  1037,  2

843,  1012, 102,  1001,  1001, 

  1001,  2917,  2003,  1996,  6745,  7

615, 14120,  2000,  1996,  3025, 

   11967,  1012,  1001,  1001,  1001,  

1045,  2123,  2102,  2228,  2017, 

  2064,  2655,  2023,  2428, 16655, 23

048,  2389,  1999,  2026,  5448, 

  1001,  1001,  1001,  2241,  2006,  1

996,  2126,  8280,  1996, 11967, 

  1998,  3025,  7928,  1010,  3443,  1

037,  3830,  2005,  1996,  6745, 

  7615,  1012, 102,   0,   0,   0,   0

,   0,   0,   0, 

   0,   0,   0,   0,   0,   0,   0,   

0,   0,   0, 

   0,   0,   0,   0,   0,   0,   0,   

0,   0,   0, 

   0,   0,   0,   0,   0,   0,   0,   

0,   0,   0, 

   0,   0,   0,   0,   0,   0,   0,   

0]), 

 'token_type_ids': tensor([ 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

   1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

   1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

   0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

), 

 'attention_mask': tensor([ 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 

1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0])

} 

 

All LLMs have a maximum input size, which is 512 

in the case of BERT. This roughly means the total 
number of words in the input sentence(s) should 
not exceed 512 words. But it also does sub-word 
tokenization where it breaks down a word such as 
ethically into subwords like ethic + al + ly. This 
allows the tokenizer to represent a bigger 

vocabulary with less tokens, but eats into the 
input size allowed. It also uses start of sentence 
and end of sentence tokens, along with tokens for 
punctuation, so that 512 is not as much as it may 
sound.  In order to accommodate this limitation, 
the scenario and actions were summarized so that 
the scenario description along with comments 

was able to fit into the tokenizer’s max length of 
512 tokens.  
 

The model is then finetuned (trained) on the 
dataset, over a number of epochs (passes 
through the dataset). Model training consists of 

selecting several parameters including Learning 
Rate, Gamma (rate of reduction of learning rate) 
and optimizer step size (the number of steps 
taken down the gradient before learning rate is 
reduced by multiplying by Gamma. 
 
Model 

The model used was a pretrained model from 
HuggingFace.com. It was downloaded as a model 
checkpoint: "google-bert/bert-base-uncased". 
The tokenizer was automatically selected from 
hugging face using the from_pretrained method 
to ensure compatibility with the model. The size 

of the model on disk is only 536 MB, but in 

training, especially depending on the batch size, 
the memory requirements for the model alone 
grows 16 to 20 times, easily taking up 10Gb of 
GPU memory.  
 
Coding Environment 

Google Colab was used as the coding 
environment, which has a variable watch window, 
code completion, code prediction, and code 
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generation. These features were instrumental in 

generating code to create a balanced dataset by 
oversampling the rarer labels (such as QP, QR, 
QE and AN which only had 2,2,5 & 10 records 

respectively, compared to CA which had 223 
records respectively. The prompt to generate this 
was:  
 

# prompt: split the InstructTuning_df 
dataframe into a random sample of 70% 
train and 30% validationtest. Then 

generate extra records to oversample 
the Train set to create a dataset that is 
balanced by label. Then split the 
validation test into equal parts. Show 
the label_column distribution for all 3 
resulting datasets.  

 
Model Training 
Google Colab also gives access to GPUs which are 
necessary for parallelizing the layers inside the 
transformer model used by BERT. An L4 GPU on 
Google Colab with 22Gb of GPU memory was able 
to accommodate 64 records per batch of training 

data, training the model in 25 seconds per epoch. 
With 20 epochs taking between 9 and 10 minutes. 
 
The concept of LLM “loss” is based on statistics, 
being the difference between a set of predictions 
made by the model and the actual values in the 
dataset. It is founded in in mathematical 

optimization and statistics. In statistical 
regression, the software tries several lines of best 

fit to match the datapoints. It then calculates loss 
using ordinary least squares (OLS) and accepts 
the solution with the lowest OLS. Training an LLM 
is very similar, since the training objective is to 

minimize the model loss. In LLM, the gradient 
descent is used to achieve the minimal loss-or 
best model. At the start of training, model 
weights (similar to regression coefficients) are 
randomly initialized. In each of the several 
“epochs”, The model uses weights to generate 
predictions which are compared to target labels. 

The loss is then calculated and backward 
propagation occurs, in which a fraction of the loss 
is subtracted from the model weights. Trial and 
error is required to find the optimal 

hyperparameters (learning rate, gamma, step 
size). Several runs need to be done in order to 
determine the best combination of batch_size, 

epochs, learning rate, gamma and optimizer step 
size. 
 
The model was eventually trained for 7 epochs 
with a learning rate of 5.1 e-5, optimizer step size 
of 1 and gamma of .81. We arrived at these 

parameters after adjusting the learning rate from 
7, 6, 5, 4, 5.5 with several more tweaks and 

finally 5.1 (e-5). Gamma started at .99 and went 

to 0.91, 0.8, 0.7, 0.85 with several more 
adjustments and finally .81. The training accuracy 
over training epochs is shown in Figure 3 below. 

The ShedulerLR optimizer was used, which allows 
for a decay in the training rate as it approaches 
the lowest loss. The learning rate needs to be 
sufficiently large in the beginning to achieve high 
accuracy. The loss decay is necessary because as 
the model approaches its lowest possible loss, it 
needs to creep to the minimum loss without 

overshooting. Hence an exponentially decreasing 
learning rate is required as provided by StepLR. 
The learning rate is multiplied by GammaTrainSteps 
and since Gamma is < 1, the learning rate 
approaches zero. For example, with a Gamma of 
.82, on the 20th training step the learning rate 

would become 0.8220 = 2% of the initial learning 
rate. 
 

Figure 3: Training accuracy and gamma over 
training epochs 

3. RESULTS 
 

After training, a hold out dataset was used to test 
the overall accuracy of the model and generate 
predictions which could be compared by humans 

against the ground truth labels. A predicted label 
as well as a prediction confidence was produced. 
This allowed us to differentiate between 
comments that were labeled incorrectly with low 
confidence vs those with high confidence. We 
achieved a finetuned model with a training loss of 
.051 and validation accuracy of 87.9%. The 

model was used to predict the labels on our test 
set. González-Carvajal, & Garrido-Merchán 
(2020) categorized Portugese News items and 
achieved accuracy of 91%. The first dataset had 
9 categories, equivalent to ours, but most articles 
had between 300 and 700 words, significantly 

longer than our messages. They also achieved a 
score of 83% on the categorization of tweets into 
real or non-real disasters. In the 2nd case, they 
used 10875 tweets multiples of our dataset and 
with only 2 categories compared to our 9. 
 

4. LIMITATIONS AND CHALLENGES  

 
The study would have benefited a lot from more 
data. Studies of this type typically have many 

bert-base-uncased    Number of sentences:  3 

Learn_rate: 5.15e-05,  Gamma: 0.81,  Optim_steps:  1 

***************************************************** 

***************************************************** 

epoch: 0,  27.3s,  loss = 1.5880,  Accuracy = 52.0% 

epoch: 1,  26.8s,  loss = 0.7721,  Accuracy = 83.2% 

epoch: 2,  26.4s,  loss = 0.4383,  Accuracy = 83.5% 

epoch: 3,  26.1s,  loss = 0.1140,  Accuracy = 87.5% 

epoch: 4,  26.5s,  loss = 0.2578,  Accuracy = 87.2% 

epoch: 5,  26.5s,  loss = 0.1119,  Accuracy = 87.2% 

epoch: 6,  26.4s,  loss = 0.0179,  Accuracy = 87.9% 
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thousands of rows of data, for example González-

Carvajal et al (2020) which used 167,000 and 
10,800 records. By increasing the data available, 
the classifier would be able to learn about the 

patterns. We had 5000 records but excluded the 
ones that the human beings did not agree on. This 
could have been an avenue of improvement. The 
length of the messages is also a big problem. 
Many messages were as short as "OK" which 
gives practically no indication what they were 
responding to. Possibly even more challenging is 

the fact that the messages were captured in a 
continuous stream, not as responses to any 
particular previous message. It is very possible 
for a message to be a response to one 20 
messages ago, depending on typing speeds. 

 

5. DISCUSSION AND CONCLUSIONS  
 

The ability of any model to classify a set of 
comments will be heavily influenced by the initial 
training data. It means researchers should try to 
collect training data about many scenarios, from 
many different sources. A meta study would then 

be able to remove local and situation biases in 
attitudes to ethics from affecting the study.  
 
LLMs are generally trained with the objective of 
next word prediction by minimizing the loss 
between predicted words and actual words given 
to it in a training dataset. BERT is special in that 

it is trained to also do next sentence prediction: 
whether a second sentence follows from a first. 

To allow BERT to achieve this, a special 
classification layer is added to the other layers to 
allow for classification (Devlin et al., 2019). The 
model can then be finetuned on pairs of sentences 

as in our case. Though the foundation model was 
trained with a classification head that produces a 
0 or 1: whether or not sentence-2 follows 
sentence-1, it can be finetuned to produce many 
classes, given the right number of training data. 
In our case, this was 9 classes. 
 

Whereas a regular LLM uses an input sentence to 
predict the next word, our code and configuration 
meant BERT was essentially using 2 sentences to 
produce a next word – which in our case is the 

comment label. Another analogy might be a 
conversation between a person and an LLM: the 
person says “Hi”, the regular LLM would be limited 

to saying “Hello”. Our BERT model takes this a 
step further to act as an observer between the 
two people in the conversation. Supposing it is 
finetuned on a conversation between two polite 
speakers. It is then asked to assess 2 sentences 
-- Sentence-1: “Hi, how are you?”, Sentence-2: 

Hello I am well, how about you?” BERT would 
predict a “1” (yes 2nd sentence follows from the 

1st). If it were fed a conversation in which one 

impolite person is involved. Sentence-1:  “Hi, how 
are you?”, Sentence-2: “We need to go to lunch 
right now because I am hungry?” it should predict 

a 0 (no 2nd sentence does not follow from the 1st 
because some pleasantries should precede the 2nd 
response).  
 
In conclusion, we are confident that the answer 
to our research question is that an LLM can indeed 
be used for comment coding. Our accuracy of 

87.9% would be somewhat convincing if we were 
trying to predict 2 labels, but is even more 
convincing because we are in fact predicting 9 
labels. We were able to take this step by building 
on Adhikari et al. (2019) and finetuning BERT to 
predict more than 2 classes, by asking the BERT 

model: How does the second sentence follow the 
first? Is it agreement, disagreement, neutral, 
critical or supportive? This code and configuration 
allowed us to label 9 different classes of 
comments with a substantial level of reliability, 
before any finetuning measures are even applied. 
Future researchers can build on these results by 

examining other comment coding situations. For 
example, it might be possible to code more 
categories, longer and less-focused comments, or 
to even have the transformer model define the 
classifications itself. 
 

6. FUTURE RESEARCH 

 
There are some things we can attempt in order to 

improve the accuracy of the classifier. There is 
the possibility of looking at the actual codes used 
to classify. It became apparent after a quick 
review, that there were codes which were 

confused with each other, and the realization that 
a human would have probably confused them too.  
We also plan to explore ways in which the 
classifier could actually challenge the human 
ratings. That is to say, using generative AI to 
explain why it chose a particular code. So, it 
would not just be right or wrong, just more or less 

reasonable. 
 
We plan to address the empty and mislabeled 
comments in a future study. We will look  where 

we address the creation of an optimal set of labels 
which avoid the overlap with other labels and the 
gaps between labels. But for this study, we 

decided to limit the discussion to the use of BERT 
to assist human coders. 
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Abstract  
 
It has been established by research and marketing firms that advertising on social media is due to its 
reach, cost effectiveness and range of media formats appealing to a range of target audiences. However, 
a campaign needs to be properly designed to reach the intended audiences and therefore be value for 
money. Therefore, the focus of this research is to evaluate the effectiveness of AI-related advertising 

campaigns, particularly in reaching their intended audiences, such as individuals with a declared interest 
in AI. This study addresses the under-explored area of how effectively these campaigns target and 
engage their intended demographic groups, revealing gaps and opportunities in current advertising 
strategies. A dataset of 5,528 AI-related advertisements was analyzed to evaluate the parameters of 

targeting precision, demographic distribution, and geographical variations. The analysis aimed to 
identify discrepancies in ad reach and effectiveness across different demographic segments and various 
geographical regions. The findings show a significant discrepancy between overall ad volume and 

targeted reach, with only 12.6% of ads directly targeting individuals interested in AI. Our findings reveal 
a distinct demographic skew in AI ad exposure, favoring males and the 25-34 age group. This gender 
disparity is particularly pronounced when targeting AI enthusiasts, raising concerns about potential bias 
in ad delivery. Significant geographical variations in ad performance were also identified, underscoring 
the importance of regional context in advertising strategies. The implications of these findings for 
advertisers are clear: more precise targeting is needed to engage AI-interested audiences effectively, 

algorithmic biases must be addressed to ensure equitable ad delivery, and contextual factors should be 
considered to optimize campaign strategies. 
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1. INTRODUCTION 

 
In today’s contemporary digital landscape, 
advertising on social media plays a crucial role in 
modern marketing serving as a powerful tool for 
targeted advertising, customer engagement, and 

brand loyalty (Lulandala, 2022). Social media 
platforms like WhatsApp, Facebook, and YouTube 
offer advertisers the ability to reach potential 
customers 24/7, leveraging the platforms’ 

extensive reach and user engagement. This in 
turn opens vast opportunities for brands to 
connect with consumers, build brand recognition, 

and ultimately drive sales (Mishra, 2017; Vitalis 
et al., 2023). The ability to precisely target 
demographics, track user engagement, and 
measure campaign effectiveness has solidified 
social media advertising as an essential element 
in the modern marketing mix (Sharma & Ashfaq, 

2023). However, the effectiveness of social media 
advertising hinges on a deep understanding of 
demographic parameters and their profound 
influence on consumer behavior. 
 
When considering platforms that excel in targeted 

advertising, Facebook emerges among the best 

choices due to its massive user base coupled with 
sophisticated targeting capabilities and diverse ad 
formats, providing businesses with optimal 
opportunities to reach potential customers 
(Kawaf & Istanbulluoglu, 2019). Advertisers can 
utilize Facebook’s detailed and diverse targeting 
options to connect with specific demographics, 

interests, and behaviors, ensuring that their ads 
are seen by the most relevant audience (Risius & 
Ayding, 2018). Additionally, Facebook’s advanced 
analytics tools provide marketers with capabilities 
to monitor campaign performance, and make 
data-driven decisions to optimize their 

advertising strategies (Adeleye et al., 2024). 
 

Facebook’s advertising reach extends to a wide 
array of fields, including healthcare, 
sustainability, entertainment, education, and 
even cutting-edge Artificial Intelligence (AI) tools. 
As AI is rapidly transforming various industries 

such as healthcare, finance, education, retail, and 
banking to name a few (Mungoli, 2023), we are 
observing a surge in advertising campaigns 
promoting AI products, services, and content 
(Marinchak et al., 2018). Throughout this study, 

the term ”AI-related advertising” will refer to any 
advertisement that features AI products, 
services, or content. Examples of AI-related 
advertisements could range from an online 
competition to complete an AI coding challenge 
to a healthcare service utilizing AI chatbot 

services to help a patient recognize the 
seriousness of initial symptoms. However, the 
effectiveness of these campaigns in reaching their 
intended audiences remains underexplored. 

There is a need to better understand the optimal 
use of targeting strategies, the potential for 
algorithmic bias, and the influence of 

geographical and cultural factors on these 
campaigns for businesses to get the best 
outcomes and value for money (Whitelegge, 
2016). This study investigates the targeting 
precision and demographic reach of advertising 
campaigns featuring AI-related content, as well 

as examining factors influencing campaign 
effectiveness across different demographics and 
geographical regions. The following research 
questions were posed. 
 
RQ-1: To what extent does interest-based 

targeting influence the reach and effectiveness of 

AI-related advertising compared to other 
targeting strategies? 
 
RQ-2: How do advertising strategies and broader 
societal factors intersect to shape the 
representation of different demographic groups 
within AI-related advertising? 

 
RQ-3: How do geographical and contextual 
factors influence the performance of AI-related 
advertising campaigns across different regions? 
 

2. BACKGROUND 

 
Facebook advertising effectiveness is a 

multifaceted landscape, influenced by user 
demographics, ad content, and engagement 
metrics (De Silva, 2023). Research consistently 
demonstrates its impact on purchasing behaviors, 
particularly among younger demographics. For 

instance, research conducted in the Klang Valley 
area of Malaysia found a strong correlation 
between Facebook’s influence and the 
effectiveness of digital advertising among youth, 
with socio-demographic factors such as age and 



Journal of Information Systems Applied Research and Analytics (JISARA) 18 (4) 
ISSN: 1946-1836  December 2025 

 

©2025 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 58 

https://jisara.org; https://iscap.us  

educational level playing a role in this relationship 

(Lin et al., 2024). Studies also highlight the 
positive correlation between Facebook’s influence 
and digital advertising effectiveness, with 

sociodemographic factors playing a significant 
role. This effectiveness extends to national 
campaigns, where engagement metrics like likes, 
comments, and shares are key performance 
indicators, informing strategies for brand image 
enhancement and customer acquisition (Kolesnyk 
& Kostynets, 2023). 

 
However, while research on Facebook advertising 
effectiveness is extensive, studies specifically 
examining campaigns involving AI-related 
products and services are limited. This gap is 
critical to address, given the unique challenges 

and opportunities presented by this rapidly 
evolving technological landscape. 
 
Demographic parameters, such as age, gender, 
income, education, and occupation provide crucial 
insights into the specific needs, preferences, and 
purchasing behaviors of different customer 

segments (Dobscha & Ostberg, 2021). Gender is 
important as a social indicator of what is 
considered an expected role and behavior within 
the discussed context (Birknerová et al., 2018). 
It is also associated with prejudices and 
stereotypes, however these change with time. 
Research indicates that men and women have 

different perception of advertising materials, as 
well as different expectations in this area 

(Birknerová et al., 2018). It has been evident that 
income levels can influence responsiveness to 
marketing, with higher-income individuals 
potentially favoring luxury and exclusivity, while 

lower-income groups may prioritize affordability 
(Patino et al., 2014). In the healthy food market, 
for instance, socially responsible marketing 
practices are seen as long-term investments that 
enhance company value, with key demographic 
variables like gender and household income 
significantly affecting customer perceptions 

(Vržina & Pepur, 2021). Age groups must be 
considered during the design of marketing 
campaigns because there are significant 
differences in cognitive functions of young 

consumers compared to mature age consumers. 
As a result, different age groups behave 
differently in relation to persuasion delivered by 

advertising. Younger consumers are more 
skeptical of advertising whereas older audiences 
are more susceptible to promotional tactics 
(Phillips & Stanton, 2004). 
 
Understanding of these parameters is paramount 

for crafting effective marketing strategies across 
various domains, including targeted marketing 

campaigns, product development, pricing 

strategies, distribution channels, and customer 
relationship management (Dobscha & Ostberg, 
2021). Geographic parameters further influence 

social media marketing by adding layers of 
cultural nuances, local trends, and 
communication styles (Patino et al., 2014). Local 
trends and consumer preferences, often varying 
widely across regions, necessitate adapting social 
media strategies to reflect these nuances. The 
integration of geographic data with social media 

networks allows marketers to visualize and 
identify potential local connections between firms 
and customers, enhancing targeted marketing 
efforts (Fogarty, 2021). Finally, language and 
communication styles prevalent in different 
geographic regions should be carefully 

considered, ensuring messages are not only 
translated accurately but also culturally adapted 
for resonance with the local audience (Patino et 
al., 2014). 
 
Previous research has highlighted the potential 
for algorithmic bias, particularly concerning 

underrepresented or marginalized groups. For 
instance, studies have found that online ad 
delivery can perpetuate gender stereotypes, with 
women more likely to see ads for caregiving roles 
and men for leadership positions (Rodgers & 
Nguyen, 2022). Similarly, research has 
uncovered racial biases in the delivery of housing 

and credit-related ads, with ads for arrest records 
more likely to be shown to Black users (Gao et 

al., 2023). This is particularly crucial for emerging 
technologies like AI, which carry their own set of 
societal implications and its impact on various 
sectors (Chander, 2024). 

 
Furthermore, geographical and cultural context 
significantly influence advertising effectiveness. 
Scholars emphasize understanding local market 
dynamics, consumer behavior, and cultural 
nuances when developing global advertising 
strategies (Yu, 2021). In Saudi Arabia, for 

instance, global brands that incorporate local 
cultural cues related to Islamic values and family 
dynamics in their Facebook content see higher 
consumer engagement, illustrating the 

importance of cultural value congruence in social 
media marketing (Abuljadail & Badghish, 
2021).This is particularly relevant for AI-related 

advertising, as the adoption and perceptions of AI 
technology can vary widely across different 
regions and socioeconomic backgrounds (Kelley 
et al., 2021). 
 
Therefore, drawing upon existing research on 

targeted advertising, particularly on platforms 
like Facebook, is essential for framing the 
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investigation of AI-related advertising campaigns. 

This context highlights the need to examine 
potential biases, consider cultural nuances, and 
understand the unique challenges and 

opportunities presented by this rapidly evolving 
technological landscape through our study. 
 

3. METHODOLOGY 
 
The study employed quantitative research 
approach, which encompasses distinct stages 

devised to extract, process, analyze, and 
interpret the gathered data to discern nuanced 
insights into AI-related advertising on Facebook. 
 
Data Collection 
The data collection process involved accessing 

and extracting pertinent details from two primary 
datasets obtained from Facebook’s developer 
platform, specifically Meta’s Research Platform: 
the Ad Targeting dataset and the Ad Library 
dataset. These datasets provided comprehensive 
insights into the targeting criteria, ad creatives, 
and performance metrics of advertisements 

related to AI. 
 
The Ad Targeting dataset (ad_targeting_dataset_ 
siep_aug_2020) (Meta Platforms, 2024) provides 
detailed information about the targeting criteria 
used for each advertisement on Facebook, 
including demographic parameters such as age, 

gender, location, and interests. These options are 
provided to the advertisers when they are 

creating their advertisement and specifying 
targeting criteria. The ‘interest’ field for each user 
is compiled by Facebook from pages liked by the 
user or from keywords associated with pages or 

apps the user uses. Data collection from this 
dataset began with the formulation of SQL 
queries designed to filter ads targeting interests 
related to AI. These queries were tailored to 
include specific keywords and phrases relevant to 
AI such as ‘A.I.’, ‘Artificial Intelligence’, ‘Deep 
Learning’ and so on. The Ad Library dataset 

(ad_archive_api) contains information about ad 
creatives and performance metrics, including 

• ad creative body – texts that are displayed in 
an ad, 

• spend – amount of money spent on running an 
ad, 

• reached countries – countries that ran an ad 

• regional distribution– regional distribution of 

people reached by an ad, 

• demographic distribution – demographic 
distribution (age range and gender) reached by 
an ad, 

• impressions – number of times an ad has been 
on the screen of users 

 

Integration of the Ad Targeting dataset with the 
Ad Library dataset was facilitated using unique 
identifiers such as archive IDs, allowing for the 

correlation of targeting criteria with ad 
performance metrics. Data extraction from this 
dataset involved querying ads that were identified 
in the Ad Targeting dataset using prominent 
keywords related to AI such as ‘A.I.’, ‘Artificial 
Intelligence’, ‘Deep Learning’ and other 
synonyms. For instance, the following query 

provides us with the unique archive id and 
demographic distribution for each ad which are 
targeted to users interested in ‘Artificial 
intelligence’. The column ‘ds’ represents a date 
stamp (e.g., 2021-11-03). 
 
SELECT a.archive_id, 

b.demographic_distribution  

FROM {database}.{table} a, 

{database}.{api_table} b  

WHERE a.ds = b.ds AND  a.archive_id = 

b.fbid  

AND CARDINALITY( FILTER( 

CAST(JSON_EXTRACT(include, '$') AS 

ARRAY(MAP(VARCHAR, VARCHAR))), (x) -> 

ELEMENT_AT(x, 'Artificial 

 intelligence') = 'Interests')) > 0 

 

Leveraging the expansive scope of the Ad 

Targeting dataset, which encompasses detailed 
targeting criteria utilized by advertisers, and the 
Ad Library dataset, containing comprehensive 

performance metrics, a robust dataset gathered 
from April 21, 2021 was compiled for subsequent 
analysis. 
 

Data Preprocessing and Cleaning  
Upon acquisition of raw data from the Ad 
Targeting and Ad Library datasets, data cleaning 
steps were undertaken to ensure the integrity and 
consistency of the dataset. These endeavors 
aimed at rectifying inconsistencies and 
addressing missing values. Using extensive SQL 

queries, the ‘NULL’ and missing values from the 
columns were removed to minimize data 
anomalies and enhance the overall quality of the 
dataset and therefore, the results. 
 

Data Analysis and interpretation  

A diverse array of analytical techniques was 
employed to extract meaningful insights from the 
processed dataset. Key performance metrics, 
including impressions, interest in AI, age, gender, 
and location, were subjected to comprehensive 
analysis to discern patterns, trends, and 
correlations. Leveraging both queries in SQL and 

visualization of the insights through graphs and 
plots, this research aimed to identify key patterns 
and relationships within AI-related advertising. 
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This study examines the influence of targeting 

strategies on the performance of AI-related 
advertising across various dimensions. We 
analyzed a final dataset of 5,528 AI-related 

advertisements to understand how interest-based 
targeting, demographic representation, and 
geographical context shape advertising 
outcomes. Our findings provide insights into the 
effectiveness of different targeting approaches 
and highlight potential biases embedded within 
current advertising practices. 

 
RQ-1: To what extent does interest-based 
targeting influence the reach and 
effectiveness of AI-related advertising 
compared to other targeting strategies? 
Our findings demonstrate that interest-based 

targeting significantly impacts the reach and 
effectiveness of AI-related advertising. A mere 
12.6% of the analyzed ads (700 out of 5,528) 
were targeted based on consumers with declared 
interest in AI. However, these targeted ads 
achieved an average of 45,275 impressions, 
substantially surpassing the 28,764 impressions 

for ads targeting individuals without a declared 
interest in AI and the 30,855 impressions for ads 
targeted to audience irrespective of their interests 
as shown in Figure 1. 
 

Figure 6 Comparison of impressions made 
by AI-related advertisements for targeted 

audiences. Legend: Case 1 - Ads targeted to 
audiences interested in AI, Case 2 - Ads 

targeted to audiences not interested in AI 
and Case 3 - Ads targeted to audience 

irrespective of their interests 

 

Gender disparities were evident, with males 
representing a disproportionately larger share of 
the targeted audience (62.98% overall, 65.80% 
for targeted ads) compared to females (36.21% 
overall, 34.17% for targeted ads) as depicted in 
Figure 2 and Figure 3. The age group 25-34 
exhibited highest exposure to AI-related ads with 

or without considering the audience interest. 

 
The 18-24 age group shows a significant increase 
in exposure when advertisements are catered 

with respect to audience interest. This indicates a 
greater likelihood of engagement with AI-related 
content of ads when perceived relevance is high. 
Conversely, the 45-54 age group experiences a 
substantial increase in exposure when ads are not 
targeted as per audience interest. This 
observation presents an intriguing paradox: while 

this demographic may not actively express 
interest in AI, their passive exposure through 
untargeted campaigns appears to be substantial 
(Barbul & Bojescu, 2023). This could indicate an 
underlying receptivity to AI-related 
advertisements that is not captured through 

explicit interest-based targeting (Beauvisage et 
al., 2023). 
 
Therefore, the results for RQ1 suggests that 
aligning advertising content with audience 
interests is crucial for enhancing campaign 
effectiveness (De Maio et al., 2020). Interest-

based targeting holds significant potential for 
engaging a more receptive audience and 
maximizing the impact of AI-related 
advertisements (Sharma & Ashfaq, 2023). 
 
RQ-2: How do advertising strategies and 
broader societal factors intersect to shape 

the representation of different demographic 
groups within AI-related advertising? 

Analysis of demographic data reveals potential 
biases in the delivery of AI-related advertising. 
From Figure 4 we can observe that across all ads, 
the 25-34 age group exhibited the highest 

impression (28.7%), followed by the 18-24 
(22.2%) and 35-44 (18%) age groups. Although 
25-34 age group depicts highest impression on 
AI-related ads, a lot of potential in achieving a 
higher impression could be seen in the 18-24 and 
35-44 age groups. Because of the gender 
disparity in ads targeting audience as discussed 

in RQ1, gender biases in impressions are 
observed due to the lower exposure of AI-related 
ads towards females. These findings raise 
concerns about potential biases embedded within 

ad delivery algorithms and strategies, thereby 
highlighting the broader representation issues 
within the AI industry (Kaplan et al., 2022; 

Lambrecht & Tucker, 2019). Both targeting 
methodologies and societal factors likely 
contribute to these disparities (Lambrecht & 
Tucker, 2019). 
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Figure 4 Depiction of impressions of AI-related ads over gender and age distributions 
 

Figure 2 Demographic distribution of AI-related advertisement 

 

Figure 3 Demographic distribution of AI-related advertisement targeted towards interested 
audiences 
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RQ-3: How do geographical and contextual 

factors influence the performance of AI-
related advertising campaigns across 
different regions? 
Geographical analysis reveals significant 
variations in ad impressions and reach across 
different countries. For instance, from Figure 5 we 
can observe that El Salvador and Papua New 

Guinea exhibited high impressions per ad but a 
lower overall ad count, suggesting a strategy 
focused on maximizing reach within a smaller, 
potentially niche audience. Conversely, France 
demonstrated lower impressions per ad but a 
higher ad count, indicating a focus on repeated 
exposure within a larger, more competitive 

market. These findings emphasize the importance 
of contextualizing ad performance data within the 
specific characteristics of each geographical 
region (Kannan, 2017). A nuanced, context-
aware approach is essential for developing and 
implementing effective ad campaigns (Anderson 

et al., 2019). Advertisers must tailor their 
strategies based on regional market dynamics, 
understanding local contexts and audience 

behaviours to optimize ad performance (De Maio 
et al., 2020). 
 

5. DISCUSSION 

 
Interest based advertising implications 
In answering Research Question 1, our findings 
underscore the significant impact of interest-
based targeting on the reach and effectiveness of 
AI-related advertising. Although only 12.6% (700 

out of 5,528) of the ads directly targeted 

individuals with a declared interest in AI, these 
ads achieved substantially higher impressions (an 
average of 45,275) compared to untargeted ads 
(30,855 impressions) and ads targeting 
individuals without a declared interest in AI 
(28,764 impressions). This demonstrates that 
targeted audience tend to view the 

advertisements featuring AI more frequently than 
untargeted audiences. This finding supports the 
importance of precise targeting in reaching 
audiences genuinely interested in AI-related 
products and services in line with the previous 
research (De Silva, 2023; Kawaf & Istanbulluoglu, 
2019), emphasizing the multifaceted 

effectiveness of Facebook advertising influenced 
by user demographics and engagement metrics. 
Further research could benefit from other forms 
of engagement metrics such as sharing or click-
rates. 
 

However, the observed gender disparities in 
advertising reach raise concerns about potential 
algorithmic and strategic bias. Males represented 

a disproportionately larger share of the audience 
both overall (62.98%) and for targeted ads 
(65.80%) compared to females (36.21% overall 
and 34.17% for targeted ads). This finding is also 

consistent with past research which indicated that 
targeted advertising can perpetuate societal 
inequalities (Rodgers & Nguyen, 2022). The 
overrepresentation of males in AI-related 
advertising exposure, even when targeting those 
interested in AI, suggests that algorithmic 

Figure 5 Top 30 countries (ISO Alpha-2 code) with highest impressions per ad 
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systems may amplify existing gender imbalances 

within the AI industry, as observed by (Lambrecht 
& Tucker, 2019). This finding also aligns with the 
study by (Kolesnyk & Kostynets, 2023), who 

highlighted the role of socio-demographic factors 
in digital advertising effectiveness. 
 
It is important to point out that interest in AI in 
Ads Targeting Dataset relies on user engagement 
in the form of keywords or pages liked by users. 
Although the advertisers have an option to select 

their target audience based on their age, gender, 
interests, and behaviours, the “interest in AI” can 
vary across any age group or gender. For 
instance, an advertisement on healthcare 
enhancements through incorporating AI might 
not be appealing to a student who is healthy and 

learning a second language so their interests 
would be concentrated on other AI capabilities. 
Advertisements promoting new AI enhanced 
language courses would spark more interest in 
that user. Although demographic data and 
interest categories offer a reliable starting point, 
more robust approach involves considering 

contextual relevance, engagement with 
specialized communities and forums, content 
consumption patterns related to AI, and targeting 
based on self-reported skills. By incorporating 
these strategies, advertisers can reach more 
receptive audiences while respecting user privacy 
and fostering a more relevant and engaging 

online experience. 
 

Demographic Representation and 
Algorithmic Bias 
The demographic analysis, as per Research 
Question 2, further substantiates concerns about 

biases in AI-related advertising. The 
overrepresentation of the 25-34 age group 
(28.7% of impressions) and the 
underrepresentation of females across all ad 
categories suggest that both algorithmic and 
broader societal factors contribute to these 
disparities. This mirrors the findings of Lin et al. 

(2024), who found that socio-demographic 
factors such as age and educational level 
significantly influence digital advertising 
effectiveness among youth. 

 
Research indicates that AI-advertising 
algorithms, potentially trained on historical data 

reflecting existing biases, may inadvertently 
perpetuate these disparities (Gao et al., 2023). 
This identified problem highlights the need for 
increased transparency and accountability in the 
development and deployment of such algorithms, 
particularly given the ethical implications of 

promoting emerging technologies like AI. This 
concern is echoed by (Kaplan et al., 2022), who 

advocate for ethical considerations in algorithmic 

decision-making processes. 
 
As observed, the impact of algorithmic bias could 

lead to underrepresentation of certain 
demographic groups, therefore it is crucial for 
social media platforms to develop strategies to 
mitigate these biases. Suggesting potential 
mitigation methods requires significant 
transparency from social media platforms as well 
as enhancement of the current algorithms and 

development of new ones (which is beyond the 
scope of this study).  
 
Geographical Context and Advertising 
Performance 
The geographical analysis, as performed to 

answer Research Question 3, reveals the 
significant influence of context on AI-related 
advertising performance. Variations in ad 
impressions and reach across different countries 
highlight the need for tailored advertising 
strategies that consider local market dynamics, 
cultural nuances, and varying levels of AI 

adoption. For instance, El Salvador and Papua 
New Guinea exhibited high impressions per ad but 
a lower overall ad count, suggesting a strategy 
that focused on maximizing reach within a 
smaller, potentially niche audience. Conversely, 
France demonstrated lower impressions per ad 
but a higher ad count, indicating a focus on 

repeated exposure within a larger, more 
competitive market. These contrasting strategies 

demonstrate the importance of understanding 
regional differences in audience size, engagement 
patterns, and advertising saturation (De Maio et 
al., 2020). This emphasis on regional adaptation 

resonates with the findings of (Patino et al., 
2014), who stressed the importance of 
considering cultural nuances, local trends, and 
communication styles in social media marketing. 
This aligns with the study by (Yu, 2021), who 
emphasized the need for culturally sensitive 
approaches in global advertising campaigns. 

 
Practical recommendations for Advertisers 
• Leveraging the interest-based targeting 

option - Facebook Ad Targeting Dataset 

provides options to the advertisers to select 
their audience from a range of demographic 
groups and interests. As pointed earlier in the 

paper, majority of advertisers do not specify 
their target audience based on their interests. 
Therefore, advertisers should align their ads 
with the audience with declared interest in AI. 

• Opting inclusive strategies - Along with the 
most deserving group with declared interest, 

the advertisers could potentially target the 
consistently underrepresented groups 
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exhibiting relevant interests, thereby 

providing a pathway for the ads to reach 
them. The advertisers can also consider 
various ethnicities, gender and age groups in 

ad images and ad creative body. This will 
address the biases as well as a larger 
audience would be able to resonate with the 
ad. 

• Localized campaigns – The advertisers should 
focus on adapting their advertising strategies 
with respect to the local trends rather than 

generalizing strategies for all regions. 
 
Implications for Platform Developers 
• Engagement with advertisers – 

Understanding from the viewpoint of 
advertisers will help the platform to 

understand their needs and therefore, 
develop bias mitigation strategies and to 
create a more inclusive and equitable 
advertising ecosystem. 

• Opting transparency – The platforms should 
enable the advertisers to access their bias 
metrics in ad delivery system to promote 

transparency, trust, and accountability. 
• Enhancing targeting options – The platform 

can introduce advanced targeting parameters 
such as user behavioural pattern, effect of 
trends on user impressions and contextual 
relevance, along with the existing 
parameters. This will enhance the 

understanding of the advertisers in selecting 
their target audience. 

 
6. CONCLUSIONS AND FUTURE DIRECTIONS 
 
This study performed an examination of the key 

dimensions of AI-related advertising on the 
Facebook platform, including targeting, 
demographic representation, and geographical 
performance. Our findings highlight the complex 
interplay of targeting strategies, societal bias, 
and contextual factors in shaping the landscape 
of AI-related advertising. While interest-based 

targeting proves effective in reaching interested 
audiences, the observed gender and age 
disparities raise concerns about potential biases 
embedded within ad delivery algorithms. 

Furthermore, the varying advertising 
performance across geographical regions 
highlights the importance of tailored approaches 

that account for local market dynamics and 
cultural nuances. These insights have significance 
for both advertisers and policymakers. Overall, 
this study provides the following key practical 
implications: 
• For advertisers, enhancing target precision, 

leveraging audience interest and 

incorporating underrepresented groups will 

ensure better advertising strategies. 
• For platform developers, addressing 

algorithmic biases, ensuring equitable ad 

distribution will mitigate the regional and 
gender biases. 

• In terms of policies, encouraging 
transparency in ad delivery system will 
prevent and reduce unwanted social biases 
and ultimately improve the whole ad delivery 
system. 

 
While this study provides valuable insights for AI-
related advertisement strategies, some 
limitations must be addressed: 
• Although, this study was based on Meta’s 

robust Ad Targeting datasets, the findings 

may not be generalized to other platforms 
such as Twitter with differing target audience 
and engagement metrics. 

• It was out of scope of this study to address 
the “black-box” nature of the ad-delivery 
algorithm, which may provide further deep 
understanding of how the ad-delivery system 

operates. 
• The ad- targeting analysis can also depend on 

cultural and linguistic barriers which were not 
comprehensively addressed in this study. 

 
Future research should address these limitations 
and further explore the interplay between 

targeting precision, demographic representation, 
and regional characteristics to develop more 

effective and inclusive AI advertising practices. 
Additionally, investigating the effectiveness of 
different messaging and creative approaches 
across diverse cultural contexts is crucial for 

ensuring inclusive and equitable representation 
within AI-related advertising. The role of other 
networking platforms such as LinkedIn on AI-
related advertising should also be explored. As 
the influence of AI continues to evolve, it is 
necessary that we address the challenges and 
opportunities of AI-related advertisement to 

achieve a more transparent, responsible, and 
inclusive digital advertising ecosystem. 
 
This study provided some valuable insights for 

advertisers seeking optimization strategies for 
their marketing campaigns of AI technologies. It 
also identified potential bias in advertisement 

delivery which advertisers need to consider when 
designing their campaigns. We examined how to 
reach the right audiences effectively and fairly, 
considering potential biases in the system. The 
ultimate aim of this analysis is to guide ethical 
and impactful advertising in this rapidly changing 

landscape. 
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Abstract  
 
It is important to understand the human aspect of new AI systems using Large Language Models (LLMs) 

like ChatGPT and Gemini in our everyday work and how they will influence the processes used to 
complete our activities and actions. The ways we perceive and interact with these new AI systems using 
generative technologies are greatly influenced by the trust we place in these technologies. This paper 
presents a proposed method for investigating the factors influencing the trust individuals placed in the 
outputs of such system tools, specifically those incorporating Large Language Models (LLMs). These 
systems and their components possess the capabilities to produce original work that is very highly 
representative of traditional human made products that reflect but do not simply duplicate the input 

data by predicting next-word sequences. It is well known that the system outputs may vary with respect 
to validity and reliability. Ther is a general awareness that a large language model may simply make 

things up. While traditional research on trust emphasizes interpersonal or interfirm trust, this proposed 
study will investigate the trust current and potential users place in the LLM technologies, and the factors 
influencing usage behaviors. Thus, the research aids in the development of a nuanced understanding of 
why trust is placed in AI LLM products. This understanding is crucial for designing effective tools and 

frameworks to introduce the tools into organizations. Trust placed in information systems has been 
found to be important in many domains such as business relationships, work communication, and team 
interactions. It shapes organizational decisions regarding systems usage. It is important to utilize AI 
LLM technology's capabilities and functionalities and appreciate that their use and integration into work 
are mediated by an individual’s trust in this technology as much as one might trust in expert professional 
skills, and professional competence is important for a specific domain. AI LLM technology trust is 
therefore differentiated from trust in people to develop a deeper comprehension of users' attitudes and 

intentions toward this technology’s adoption and usage, facilitating the development of tailored 
strategies and interventions in information systems research and practice. 
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1. INTRODUCTION 

 

This paper investigates variables influencing user 
acceptance and belief in the outputs of  ChatGPT 
like systems using Large Language Models 
(LLMs). Trust in the outputs of LLMs aids in our 
understanding of why users may believe and 
utilize the outputs. The questions broadly 
consider if the LLMs are viewed as being truthful, 

accurate, without bias, and correct, or 

conversely, are they seen as being highly 
susceptible to hallucinations and prone to 
creating fiction? 
 
It builds upon the work of McKnight, Carter, 

Thatcher, & Clay (2011) who previously examined 
the role of trust within technology systems 
(Information Systems). They looked at the 
importance of trust in understanding user 
interactions with technology. The authors defined 
trust broadly as the general willingness to rely on 
a system or entity according to the users' 

perception. The perceived attributes of ability, 
benevolence, and integrity were used to evaluate 
trust in both people and technology. In 
considering technology trust, the 'ability' refers to 

perceptions of functional attributes like reliability 
and performance, while 'benevolence'  
component of technological trust relates to those 

that build and support the technology. Although a 
technology is used, users conceptualization 
impacts on user behavior. 
 
The value of understanding the circumstances 
and perceptions associated with trust in 

technology when it impacts workplace 
interactions is important. Technology designers 
and implementors must recognize that users 
know they must rely on technology's capabilities 
for effective task performance. This reliance is 
independent of their trust in the people or the 
organization behind the technologies (Mcknight, 

Carter, Thatcher, & Clay (2011).  
 
Mcknight, Carter, Thatcher, & Clay’s (2011) work 
focused on the development and validation of 
trust technology measures. They noted that there 
is an important trust impact on technology 
adoption. It is potentially associated with a 

technology’s acceptance and the user's post-
adoption behaviors. Thus, trust influences how 
users employ a technology after it has been 

implemented by the organization. This makes 
trust critical for understanding long-term usage 

and task and work process dependency.  
 
The research proposed here attempts to fill a gap 
in the literature by focusing more directly on trust 
in the technology itself, rather than trust in the 
human or organizational entities associated with 
the technology. It will support the development 

of a more comprehensive explanation of how 

technological trust influences user behavior and 
technology acceptance. Results from prior 
research indicate that trust directly affects user 
interactions with technology, impacting 
everything from initial adoption to continued use. 

It has additional derivative impacts upon user-
centric design and user support systems.  
 
Previous research examining trust in technology 
has distinguished it from trust in the provider of 
the technology since users might trust the 
functionality of a software while still being 

skeptical about the company that produces it. 
Trust components like system reliability, user 
support, and perceived utility play critical roles in 
forming trust in technology itself.  

 
Initial user trust in technology and systems is 
modeled and analyzed by  Li, Hess,  Valacich, 

(2008).  They viewed the initial trust as being 
crucial for overcoming users' initial perceptions of 
risk and uncertainty when adopting new 
technologies. Their research suggests that initial 
trust forms because users must rely on secondary 
information and preconceived expectations about 

a technology's characteristics before actual use. 
Indirect information such as the technology's 
perceived attributes, strong organizational 
backing, and societal endorsements shape and 
form the users' attitudes and subsequent 
decisions to adopt and trust in the technology. 
 

Personality factors, cognitive assessments of the 
technology's reliability and effectiveness, 
calculative judgments on the benefits versus 
risks, and institutional factors prompt initial trust 
assessments (Li, Hess, & Valacich, 2008). These 
elements collectively contribute to initial trusting 
beliefs and intentions.  Organizations that seek to 

build positive user first impressions and 
encourage technology gain value from 
understanding how these first impressions are 
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formed. They may then improve adoption, and 

more effectively direct initial user perceptions. 
 
The impact of interacting with ChatGPT, a 

language model developed by OpenAI, has been 
assessed previously by examining its relationship 
with trust, user perception, stereotype 
perception, and two psychological outcomes: 
self-esteem and psychological well-being (Salah, 
Alhalbusi, Ismail, & Abdelfattah, 2023).   The 
research study hypothesizes that there is a 

positive direct relationship between trust in 
ChatGPT, user perception, and stereotype 
perception of ChatGPT with self-esteem. Job 
anxiety was also hypothesized to be a moderator 
of the relationship between user perception of 
ChatGPT and psychological well-being. 

Stereotyped perceptions of ChatGPT were found 
to significantly predict self-esteem, while user 
perception and trust in ChatGPT had a positive 
direct relationship with self-esteem based on this 
work. Job anxiety moderates the relationship 
between user perception of ChatGPT and 
psychological well-being. The hypothesized 

psychological effects of AI technology are 
supported by these data. 
 
Users have reason to mistrust generative models 
according to research on these tools. Their 
tendency to “hallucinate” or make up responses 
and generate outputs that are biased or may 

contain harmful content has been described in 
many publications and blogs. Schulman, Zoph, 

Kim, Hilton, Menick, Weng, J., ... & Ryder (2022) 
trained a ChatGPT model and described a number 
of potential problems with the output. These 
included: ChatGPT sometimes writes apparently 

plausible-sounding but incorrect or nonsensical 
answers; declines responding to questions that it 
could answer correctly; ChatGPT responses are 
sensitive to tweaks to the input phrasing or 
attempting the same prompt multiple times with 
is answering correctly or incorrectly based on 
prompt variations; it often excessively verbose 

and overuses certain phrases and over-
optimization; does not ask clarifying question and 
usually guesses what the user intended; and will 
sometimes respond to harmful instructions or 

exhibit biased behavior.  
 
For example, Alkaissi, & McFarlane (2023) 

instructed ChatGPT to write about the 
pathogenesis of two conditions - homocystinuria-
associated osteoporosis, and a rare metabolic 
disorder, late-onset Pompe disease (LOPD). The 
results found negative aspects of the chatbot’s 
performance. Comparing it to the US Medical 

Licensing Examination (USMLE) Step 1, Step 2 
CK, and Step 3, as open-ended and multiple-

choice questions (MCQ). The result showed the 

accuracy was low indicating that the performance 
is tied to perception and understanding of the 
subject.  The authors note that the written 

outputs are credible, but that generated data 
mixes true and completely fabricated data, 
 

2. RELATED WORK 
 
Trust 
The literature on trust and automation systems 

suggests that LLMs may be subject to moderation 
by several variables that would both promote or 
discourage trust and therefore influence the 
user's action regarding the outputs of an LLM. The 
user might have a tendency to disregard the 
model’s response or question the outputs of these 

systems or conversely accept the results without 
checking the facts against known values or 
original reputable sources. 
 
The issues with trust in LLM and ChatGPT like 
output is significant for many reasons (Brzowski, 
& Nathan-Roberts, November 2019). The authors 

argue that a lack of human users’ trust is due to 
the limited semantic understanding between 
humans and similar systems. They posit that the 
communication between the user and the LLMs, 
such as ChatGPT, may be used to develop greater 
degrees of trust because they offer an interactive 
collaboration approach. The authors assessed the 

impact of ChatGPT on trust in a human-robot 
collaboration assembly task. A robot control 

system used ChatGPT to control a 7-degree-of-
freedom robot arm. The arm retrieved and placed 
tools using natural language control issues by 
humans. The user’s trust measured by attitude 

surveys was increased. This was attributed to the 
Chatbot understanding the nuances of human 
language and responding appropriately. The 
findings of this study suggest that the 
development of trust can be improved after 
experience and with positive results. 
 

The value of trust in technology and especially 
new technologies such as LLMs has long been a 
topic of study int the information systems 
literature. Trust has been examined in the 

information systems domain. It has been shown 
to be important in explaining the adoption and 
use of new technologies such as the usage of 

systems in e-commerce, and virtual communities 
(Söllner, & Leimeister, 2013). These authors 
examined a body of knowledge on trust regarding 
its reliability and the antecedents of trust in the 
information systems literature. They examined 
many different antecedents for different trust 

relationships in different contexts. They found 
that measurement model mis-specification issues 
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could be serious challenges in information 

systems trust research. The most common issue 
involved using formative indicators in reflective 
measurement models. This could   threaten the 

strength of the association found in the structural 
relationships between trust and its antecedents in 
these studies. 
 
Lowry et al. (2008) and Vance et al. (2008) 
research addresses measurement model mis-
specification and the use of second-order 

measurement models to assess the trust in 
systems. These researchers report that the work 
by (Klein & Rai, 2009; Venkatesh & Bala, 2012) 
was valuable and solid.  Klein, & Rai (2009) found 
that trust was very important as an aid in 
strategic information flows between buyers and 

suppliers within logistics supply chain 
relationships. It positively impacted other 
relationship-specific performance outcomes. 
Trust results in the valuable development of 
cooperative initiatives and relationships rather 
than conventional “arms-length” transactional 
exchanges. The partnerships are not limited to 

the sharing of order-related information and 
extend to strategic information that has value for 
both parties. The Venkatesh, & Bala (2012) 
research on the inter-organizational business 
process standards (IBPS) found the standards are 
adopted because of trust factors that represent 
synergies between a focal firm and its trading 

partners. Their study of 248 firms (124 dyads) in 
the high-tech industry also found that relational 

trust had direct effects on IBPS adoption.  
 
Salah, Alhalbusi, Ismail,  & Abdelfattah (2023) 
investigated generative AI tool adoption 

(ChatGPT and Bard) in public administration and 
street-level bureaucracy. They identify several 
benefits from the use of these powerful tools 
including insights into bureaucratic behavior and 
decision-making processes, and citizen 
interactions.  However, they also recognize that 
the complex nature of AI algorithms (such as 

those applied by ChatGPT) poses difficulties for 
researchers' and stakeholders' comprehension of 
the decision-making processes behind AI-
generated insights. Concerns about 

accountability and trust in AI-driven research 
findings may result from this  lack of algorithmic 
transparency. They recommend that clear 

explanations of the AI algorithms and their 
implications be provided with the outputs. 
 
Self Efficacy 
Self-efficacy has been shown to be associated 
with and an influencer of trust in a variety of 

commerce and technology situations.  Trust has 
been recognized as a critical factor for electronic 

commerce because online transactions are 

characterized as a process that involves 
uncertainty and risk. Achieving a high degree of 
trust is an effective means of reducing 

uncertainty and risk.  Kim, & Kim (2005, January) 
research describe self-efficacy as having an 
impact on trust building and uncertainty 
reduction. The results show that self-efficacy 
affects trust in the web vendor and positively 
influences purchase intentions.  
 

Abdunabi, Hbaci, Center, & Nyambe (2023) 
examined perceived programming self-efficacy of 
information system students as a factor helping 
students learn to program. Their examination of 
students' internal characteristics and 
programming self-efficacy found a strong 

connection. Their survey assessed students' 
beliefs in their programming competence, value 
attributed to learning programming, time spent 
practicing, and instructional guidance frequency. 
The value students placed on learning 
programming was described as the most 
significant variable associated with programming 

self-efficacy.   
 
Internet banking (IB) has also been investigated 
as an outcome impacted by four factors - hedonic 
motivation, habit, self-efficacy and trust using a 
survey questionnaire that collected data for 
structural equation modelling (SEM). These 

research findings strongly supported the 
conceptual model by explaining 73% of variance 

in behavioral intention to use internet banking 
(Alalwan, Dwivedi, Rana, Lal, Williams, 2015). 
Further, hedonic motivation, habit, self-efficacy 
and trust are all confirmed to have significant 

influences on behavioral intention. Trust was 
found to be profoundly predicted by both self-
efficacy and hedonic motivation.  
 
Chamorro-Koc, Peake, Meek, & Manimont (2021) 
researched the growing commercial market for 
wearable health technology. But they value is 

questioned by their work due to the lack of 
validation and abandonment rates. Self-efficacy 
mechanisms are being incorporated into the 
design of health technologies, through (i) past 

experience, (ii) tracking of activities , (iii) 
autonomy, (iv) strong interest in personal health, 
and (v) reliability and validity of data impacts on 

confidence in health technologies. Their 
conceptual model offers support for improving 
self-efficacy and trust in health technologies so 
designers and developers can incorporate these 
factors into design features for effective personal 
health technology. 
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Perceived Control. Humans and intelligent agent 

interactions are very important in today’s world 
because of the large number of services and 
controls that are available to individual 

management. Research on human agent 
interaction (HAI) has therefore become important 
since effectively controlling the agents can 
improve efficiency and interactions. Liao, Li, 
Cheng, & Yang (2023) assert that at some point 
human will have negative emotions (toward 
agents) such as panic, fear, and disgust of the 

very effective. The study defines perceived 
control as the degree of confidence people have 
in interacting with intelligent agents. It is seem as 
an overall evaluation and attitude of intelligent 
agents’ feeling of control. Thus, high perceived 
control of intelligent agents is a good description 

of a desired human relationship with HAI. 
Perceived control represents a sense of internal 
control based on the ability, knowledge, skills, or 
familiarity that produces cognitive and decisional 
control.  
 
Technology Acceptance Model (TAM). Decisions 

regarding the acceptance or rejection of new 
technology have open question as new systems 
and technologies have had greater and greater 
impacts upon people’s lives and work 
environments. The reasons behind acceptance 
and the factors that influence acceptance have 
been assessed with the technology acceptance 

model (TAM) for approximately 35 years. The 
model stems from the psychological theory of 

reasoned action and theory of planned behavior. 
It has aided greatly in our understanding of the 
predictors of human behavior toward prospective 
acceptance or rejection of a technology. The 

model has been extended and modified to apply 
to a variety of information systems and related 
technologies. The body of research has revealed 
new factors that can significantly influence the 
TAM core variables Holden,& Karsh (2010).  TAM 
is understood to contain six causally related 
constructs: perceived ease of use, perceived 

usefulness, attitude towards using, behavioral 
intention to use and actual system use (Davis, 
Bagozzi & Warshaw, 1989; Erasmus,, Rothmann, 
& Van Eeden, 2015). 

 
Trust has been found to be an important concept 
that can be integrated with TAM. For example, 

Pavlou’s (2003)  research applied the TAModel 
variables (perceived usefulness and ease of use) 
to a technology-driven environment to predict e-
commerce acceptance. Paviou integrated trust 
and perceived risk (uncertainty of the 
environment) with TAM. The research findings 

strongly support the proposed model, showing 
that trust was an indirect antecedent acting 

through risk perception. Additionally, research by 

Wu, Zhao,  Zhu, Tan, & Zheng (2011) identified 
trust as an important factor that influences the 
user’s online behavior. This role of trust on 

subject type (students or non-students) and 
context type (commercial or non-commercial) 
significantly influenced TAM constructs.  
 

3. RELEVANT CONTROL VARIABLE 
 
Demographic Factors.  

Trust in e-vendors and their technologies 
implemented through IT and Web site interfaces 
is a multifaceted construct influenced by various 
factors (Gefen et al., 2003). Building upon 
previous research, scholars have explored and 
identified numerous factors as significant 

predictors of individuals’ propensity to trust in 
technologies (including systems like ChatGPT). 
Thus, it is essential to consider these variables as 
control variables when conducting surveys to 
measure the level of trust in technologies. This 
approach can effectively isolate the potential 
influence of specific factors, thereby yielding a 

more accurate understanding of users’ attitudes 
regarding trust in technologies. Notably, 
demographic factors and individual differences in 
personality traits emerge prominently among the 
factors contributing to trust in technologies (e.g., 
Choung et al., 2023; McElroy et al., 2007; 
Sundar, 2020; Svendsen et al., 2013; Venkatesh 

et al., 2003). 
 

Regarding demographic variables such as age, 
gender, level of education, and socioeconomic 
status, there is a general consensus among 
researchers that including these variables in 

surveys allows for a better understanding of how 
trust in technology varies across different 
demographic groups and population segments 
(Gefen et al., 2003; Venkatesh et al., 2003). In 
particular, previous research examining 
technology acceptance models has documented 
that age plays a crucial role in how people adopt 

technologies and trust automation (e.g., Hoff & 
Bashir, 2015; Morris & Venkatesh, 2000). For 
example, older individuals tend to prefer human 
editors over balancing algorithms for news story 

consumption (Thurman et al., 2019). They also 
tend to be more skeptical than younger people 
about the fairness of decisions made by 

automation, robots and AI (Hoff & Bashir, 2015; 
Oksanen et al., 2020). This difference may be 
attributed to varying levels of familiarity and 
comfort with technology, with younger 
individuals, who are more exposed to and familiar 
with technology, showing higher levels of trust 

(Morris & Venkatesh, 2000). 
 



Journal of Information Systems Applied Research and Analytics (JISARA) 18 (4) 
ISSN: 1946-1836  December 2025 

 

©2025 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 72 

https://jisara.org; https://iscap.us  

There have been scholarly efforts dedicated to 

investigating whether gender is a significant 
predictor of the use of AI tools and how 
perceptions of AI tools vary by gender. Previous 

research consistently shows that gender 
influences how individuals interact with AI 
technologies. For example, women are often 
perceived as underrepresented in the fields of 
technology with a study of social robot use (De 
Graaf & Allouch, 2013). They are also shown to 
be under-represented as users and creators in 

using AI-based tools in a STEM study of women. 
The study found they are thereby limited (by 
gender) in their access to and utilization of AI 
tools (Ofosu-Ampong, 2023). Gender differences 
can also reveal varying perceptions and attitudes 
toward new technology (Venkatesh & Davis, 

1996; Venkatesh & Morris, 2000). In their 
seminal work, Venkatesh and Morris (2000) 
conducted a five-month survey involving 342 
workers regarding the transition to a new 
software system. The survey results indicate that 
men tend to base their technology usage 
decisions more heavily on perceived usefulness 

compared to women. Conversely, women are 
more influenced by perceptions of ease of use and 
social norms. 
 
In addition to age and gender, levels of education 
and socioeconomic status are widely recognized 
as significant factors influencing the level of trust 

individuals place in technologies. Previous 
research suggests that higher levels of 

educational attainment are often linked to greater 
critical thinking skills and a better understanding 
of complex technologies, leading to more 
informed and nuanced trust in social networking 

sites (Hargittai & Hsieh, 2010), Internet usage 
types (Van Deursen & Van Dijk, 20140, and AI in 
medicine for radiology, robotic surgery, and 
dermatology (Yakar et al., 2022). Specifically, 
individuals with higher education levels are more 
likely to utilize AI technologies and make 
informed judgments about their reliability and 

benefits. Similarly, socioeconomic status can 
influence trust in AI by affecting access to 
technology and related resources. Individuals 
with higher incomes often have greater exposure 

to and familiarity with advanced technologies, 
which can cultivate a more trusting attitude 
toward AI (Van Deursen & Van Dijk, 2014; Zhang 

& Dafoe, 2019). These individuals are also more 
likely to experience the benefits of AI in their daily 
lives, subsequently reinforcing their trust in AI 
technologies. On the other hand, those with lower 
socioeconomic status may have limited access to 
technology, leading to less familiarity and 

potentially more skepticism about AI 
technologies. The significance of education level 

and socioeconomic status in shaping perceptions 

and acceptance of AI technologies is further 
highlighted in the work of Choung et al. (2023). 
Their survey of 525 respondents from the general 

U.S. population demonstrates that adults with 
higher levels of education and income tend to 
exhibit greater trust in AI. 
 
Personality Traits 
Human-related factors beyond demographics are 
widely recognized as critical determinants of 

individuals’ technology trust and Internet use 
(McElroy et al., 2007), human-AI interaction 
(Sundar, 2020), and consumer use of technology 
(Venkatesh, Thong, & Xu, 2012).  This body of 
literature predominantly focuses on the Five-
Factor Model of personality traits, commonly 

known as the Big Five, which encompasses 
agreeableness, openness, conscientiousness, 
extraversion, and neuroticism (Digman, 1990; 
John et al., 2008). The model has been a focal 
point in the existing literature for evaluating how 
personality traits may influence individuals’ 
willingness to trust in technologies. Numerous 

studies utilizing the Big Five have demonstrated 
that these traits can significantly impact 
individuals’ trust in technologies, underscoring 
the importance of considering personality when 
developing designs for technologies and when 
implementing systems. Below, we discuss some 
notable studies in this area. 

 
The majority of previous studies indicate a 

positive correlation between agreeableness and 
trust in human-centered AI interfaces (Böckle et 
al., 2021), technology acceptance (Devaraj et al., 
2008), and trust in automated vehicles (Kraus et 

al., 2020). In their influential work, Park and Woo 
(2022) investigated affective and cognitive 
attitudes toward AI. They found that individuals 
with high agreeableness scores tend to hold 
positive attitudes toward AI, particularly 
regarding its perceived usefulness. Similarly, 
consistent research findings indicate that 

individuals with high levels of openness tend to 
exhibit favorable attitudes toward AI. For 
example, Antes et al. (2021) conducted research 
on attitudes toward AI driven healthcare 

technologies, and Oksanen et al. (2020) have 
reported evidence from an online AI trust game 
that openness to experience is strongly correlated 

with greater trust in AI systems. Their work 
supports a previous DeYoung et al. (2007) finding 
that individuals with high levels of openness are 
more likely to seek out new information and 
experiences. This propensity for exploration and 
curiosity likely contributes to individuals’ higher 

levels of trust and acceptance of new technologies 
(McElroy et al., 2007; Svendsen et al., 2013). 
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The literature also indicates that extraversion and 

conscientiousness play significant roles in shaping 
individuals’ trust in machine characteristics and 
auto use (Merritt & Ilgen, 2008), AI based voice 

technologies (Bawack et al., 2021), and in AI 
voice shopping (Kraus et al., 2020). Extraverts, 
characterized by their sociability and enthusiasm, 
are more likely to adopt AI-driven systems, such 
as robots and virtual assistants, due to their 
preference for social interaction (Kaplan et al., 
2019; Oksanen et al., 2020). Similarly, 

conscientiousness, which reflects traits such as 
diligence and carefulness, has been found to 
correlate positively with trust in cloud customer 
relationship management technology by Fu, & 
Chang (2016). This finding support the position 
that conscientious individuals tend to value the 

reliability and efficiency of information systems, 
resulting in higher levels of trust in these 
technologies. McKnight et al. (2002) further 
argue that the methodical and organized nature 
of conscientiousness aligns well with the 
structured and predictable aspects of information 
systems. This alignment implies that 

conscientious individuals are more likely to trust 
technology due to their propensity to appreciate 
the reliability and consistency that information 
systems offer. On the other hand, individuals with 
lower levels of neuroticism, which indicates 
emotional stability, tend to be more accepting of 
technology. Prior studies show that individuals 

scoring low on neuroticism tend to experience 
less anxiety and distrust, leading to a more 

positive attitude toward AI technologies (Kraus et 
al., 2020; Sharan & Romano, 2020, Zhang et al., 
2020). This reduced anxiety enables them to 
engage more confidently with AI systems, 

thereby enhancing their trust in such 
technologies. 
 

4. CONCEPTUAL FRAMWORK 
 
Our research framework is based upon the 
psychological theories of reasoned action and 

theory of planned behavior as is the TAM body of 
research. We seek to expand our understanding 
of the role of trust from the perspective of the 
individual, and our appreciation of the important 

role that predictors of human trust in LLM and AI 
technology. (Holden,& Karsh (2010); Davis, 
Bagozzi & Warshaw, 1989; Erasmus,, Rothmann, 

& Van Eeden, 2015). 
 

5. METHODOLOGY 
 

We developed the following 5 primary hypotheses 
for this study based in the trust  literatures 

suggesting propensities to trust in the AI LLM 
technology, and  the related literature. 

H1. Perception of High self-efficacy will positively 

impact the level of Trust in LLMs. 
H2. Perception of High-Control will positively 
impact the level of Trust in LLMs. 

H3. Perception of High-Usefulness will positively 
impact the level of Trust in LLMs. 
H4. Perception of High Ease of Use will positively 
impact the level of Trust in LLMs. 
H5. High Intention to Use will positively impact 
the level of Trust in LLMs. 
H6. Control Variable will show significant 

differences in intention to use and use of AI 
ChatGPT technologies among sub-populations. 
 
Data for this research will be collected with a 
survey questionnaire administered to graduate 
and undergraduate students in the summer and 

fall semesters, 2024. (The number of participants 
will depend upon enrollment and sections 
participation.) It is important to note that  the 
researchers expect the graduate and 
undergraduate classes to have significant 
difference when categorized by the control 
variables. The graduate students are primarily 

part-time and employed. The undergraduates are 
younger (compared to the graduates), full time, 
unemployed, and with little or no earned income. 
The respondents’ demographics (ages ranges, 
sex, education levels, etc.) will be reported and 
used in the analyses. 
 

 The students will be asked to offer response with 
and about their trust and their use of using an 

LLM or ChatGPT like system. Students will be 
provided a link to the survey questionnaire 
randomly distributed using MS Forms. 
 

SPSS application (Version-20) or SAS 9.4 was 
used to analyze the data. The instrument used for 
this study was designed based on the focus of 
trust, the investigation objective of the study. The 
reliability and validity of the instruments will be 
calculated and reported. 
 

Survey data were collected using a five-point 
Likert scale (1 for strongly disagree to 5 strongly 
agree). The survey question are adapted from 
existing survey scales from prior research. The 

survey guidance will state that the questionnaire 
investigates students’ opinions about their trust 
in the use of ChatGPT and other LLMs. 

 
The survey questions are show in the appendix. 

 
6. DISCUSSION 

 
We recognized there will be several important 

limitations to this work. First, this study only 
addresses generative AI LLMs, and only one 
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specific tool (ChatGPT) will be referred to in the 

survey questionnaire. Thus, the results may not 
be widely transferable, and other forms of 
generative technology (RAG -Research 

Augmented Generation), and other tools that may 
be used by the respondents. Secondly, the trust 
measures may have different meanings for 
different populations. Trust, due to one's inherent 
belief in technology, may vary based on the task 
performed and the situation or context of the 
work. The student sample used to collect the data 

may not represent a more general population and 
may not address the context and nuances of the 
situations where AI and GPT is eventually 
employed. Finally, the student population may 
not effectively represent the organization 
member who is to use and apply AI in a work 

environment.   
 
Unfortunately, we have no hard measures to 
compare our result with actual access and use of 
AI and ChatGPT in producing work products. We 
believe would be informative to know if 
individuals are actually using the LLMs, and the 

extent of the usage and reliance on these 
products. 

 
7. CONCLUSIONS 

 
Our conclusion will depend upon the study results 
and detailed analysis of trust and the control 

variables. However, we believe there is no 
question that AI and Chat like LLMs may add 

great value and save user time for some tasks. 
They are and will be used by organizations and 
the public to for work productivity improvements. 
We hope to help answer important questions -  

who will place trust in the output of these tools 
and use them in important or valued work? Does 
trust in AI and specifically ChatGPT like products 
compare favorably with existing models 
describing continued postadoption of its use. 
Significant questions for additional research will 
exist after our work. For example, does the 

influence of trust in this new AI vary over time? 
Will belief in technology improve as the products 
mature and evolve to provide new features, and 
how will product evolution take to impact 

adoption behavior? Finally, future work may help 
to determine if trust in AI may mediates the 
influence of trust in people who promote, 

develop, or support a specific AI product. 
Conversely, it is not clear if trust in AI and 
ChatGPT like successes can influence trust in 
people to build or deploy the technology? Our 
future research will explore these questions. 
 

 
 

8. RECOMMENDATIONS 

 
Our recommendation for the users, designers, 
developers and LLM technologies will be based 

upon our findings and discussion of the issues 
associated with this new technology..  
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Appendix 1 (Qualtrics Survey) 

 
 

Survey questions are provided in this appendix. 

These questions have been carefully reviewed and rewarded as appropriate by replacing the “system” 
terminology with “LLM or chat GPT like” system designation for clarity in the appropriate questions. The 
survey is currently complete in Qualtrics.  
 
Survey Introduction 
 
Welcome to our new technology survey! 

 
This survey aims to gather feedback and insights on the user experience and perceptions of the 
Large Language Model (LLM) or ChatGPT like system. Even if you have not tried or used an LLM, we 
would like you to share your thoughts about this new technology.  
 
The LLM is an advanced language model that uses artificial intelligence (AI) technology to generate 

human-like text responses based on users’ queries or prompts. It can engage in conversations, 
answer questions, provide explanations, and generate creative content across a wide range of topics. 
ChatGPT, created by OpenAI, is one example of the LLM. 
 
Your feedback is valuable in helping us understand how users interact with and perceive this cutting-
edge technology. Your responses will always remain anonymous and confidential. 
 

Thank you for taking the time to participate in our survey! 
 
Demographic Questions (Select appropriate category) 
 
Age, Gender, Level of Education, Employment Status (student – not employed. Student -employed - 
FT), Household Income (and N/A), Ethnicity/Race, Marital Status, Number of Children 
 

Use and Knowledge of LLMs (Like ChatGPT) 
I have never Hear of this technology. 

I have heard or read about it but have not used it yet. 
 tried it once or twice – free versions. 
I use it infrequently (every 3-4 months). 
I use it monthly. 

I use it weekly. 
I use it daily. 
I use it very often each day. 
I have purchased a subscription and pay for its use. (Yes, No.) 

 
Likert Scale: 
 

1 = Strongly agree, 2 = Agree, 3  = Neutral, 4 = Disagree, 5 – Strongly agree 
 
Personality 
 

Personality (I see myself as: )  
Someone who is reserved. 
Someone who is generally trusting. 

Someone who tends to be lazy. 
Someone who is relaxed, handles stress well. 
Someone who has few artistic interests. 
Someone who is outgoing, sociable 
Someone who tends to find fault with others. 
Someone who does a thorough job. 

Someone who gets nervous easily. 
Someone who has an active imagination. 



Journal of Information Systems Applied Research and Analytics (JISARA) 18 (4) 
ISSN: 1946-1836  December 2025 

 

©2025 ISCAP (Information Systems and Computing Academic Professionals)                                            Page 79 

https://jisara.org; https://iscap.us  

 

Trust questions (Madsen, & Gregor, 2000) 
 
R1 - The system always provides the advice I require to make my decision.  

R2 - The system performs reliably.  
R3 - The system responds the same way under the same conditions at different times.  
R4 - I can rely on the system to function properly.  
R5 - The system analyzes problems consistently.  
 
2. Perceived Technical Competence  
T1 - The system uses appropriate methods to reach decisions.  

T2 - The system has sound knowledge about this type of problem built into it.  
T3 - The advice the system produces is as good as that which a highly competent person could produce.  
T4 - The system correctly uses the information I enter.  
T5 - The system makes use of all the knowledge and information available to it to produce its solution 
to the problem.  
 

3.Perceived Understandability  
U1 - I know what will happen the next time I use the system because I understand how it behaves.  
U2 - I understand how the system will assist me with decisions I have to make.  
U3 - Although I may not know exactly how the system works, I know how to use it to make decisions 
about the problem.  
U4 - It is easy to follow what the system does.  
U5 - I recognize what I should do to get the advice I need from the system the next time I use it.  

 
4. Faith  
F1 - I believe advice from the system even when I don’t know for certain that it is correct.  
F2 - When I am uncertain about a decision I believe the system rather than myself.  
F3 - If I am not sure about a decision, I have faith that the system will provide the best solution.  
F4 - When the system gives unusual advice I am confident that the advice is correct.  
F5 - Even if I have no reason to expect the system will be able to solve a difficult problem, I still feel 

certain that it will.  
 

5. Personal Attachment  
P1 - I would feel a sense of loss if the system was unavailable and I could no longer use it.  
P2 - I feel a sense of attachment to using the system.  
P3 - I find the system suitable to my style of decision making.  

P4 - I like using the system for decision making.  
P5 - I have a personal preference for making decisions with the system. 
 
Perceived Control Questions 
 
Perceived Control. Liao, Li, Cheng, & Yang (2023) The scale includes affective control, cognitive control 
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and conative control .  

 
Affective control  
(F1) AC1 The intelligent agent is always trying to entertain me.  

AC2 The intelligent agent is very polite to me.  
AC3 The intelligent agent only cares about me.  
AC4 The intelligent agent does not get angry.  
AC5 The intelligent agent makes me feel superior.  
 
Cognitive control  
CgC1 Human beings dominate the intelligent agent.  

CgC2 I understand how the intelligent agent works well.  
CgC3 The intelligent agents are designed to serve us.  
CgC4 I know how to use intelligent agents very well.  
 
Conative control  
CaC1 I can dictate the behavior of intelligent agents.  

CaC2 The intelligent agent obeys me. 
CaC3 The intelligent agent only acts when I allow it. 
 
 Self-Efficacy (Schwarzer, 1992).  
 
1 I can always manage to solve difficult problems if I try hard enough.  
2 If someone opposes me, I can find the means and ways to get what I want.  

3 It is easy for me to stick to my aims and accomplish my goals.  
4 I am confident that I could deal efficiently with unexpected events.  
5 Thanks to my resourcefulness, I know how to handle unforeseen situations.  
6 I can solve most problems if I invest the necessary effort.  
7 I can remain calm when facing difficulties because I can rely on my coping abilities.  
8 When I am confronted with a problem, I can usually find several solutions.  
9 If I am in trouble, I can usually think of a solution.  

10 I can usually handle whatever comes my way. 
 

Namporn - TAM Questions (modified from Davis, F. D. (1989). Perceived usefulness, perceived ease 
of use, and user acceptance of information technology. MIS quarterly, 13(3), 319-340.) 
 
Perceived Usefulness: 

1. Using AI technologies enable me to accomplish tasks more quickly. 
2. Using AI technologies improve my job performance. 
3. Using AI technologies increase my productivity. 
4. Using AI technologies enhance my effectiveness on the job. 
5. Using AI technologies make it easier to do my job. 
6. I find AI technologies useful in my job. 

 

Perceived Ease of Use: 
1. It is easy for me to learn how to use AI technologies. 
2. It is easy for me to make AI technologies do what I want them to do. 
3. I find my interaction with AI technologies is clear and understandable. 

4. I find AI technologies to be flexible to interact with. 
5. It is easy for me to become skilled in using AI technologies. 
6. I find AI technologies easy to use. 

 
 


